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Canonical flexible transition state theory is applied to the recombination afr@dicals (X= H, F, Cl)

using a simple model for the potential-energy surface. The limiting high-pressure rate coeffigjeist,
calculated, using Monte Carlo integration with stratified sampling for the three reactions in the temperature
range from 300 to 2000 Kk, exhibits a negative temperature dependence, which becomes more pronounced

as the size of X increases. There is a good agreement between the present results and some of the available
experimental data. The factors that influence the negative temperature dependé&na@ndfthe relative
magnitude ofk., for the three reactions are investigated

I. Introduction spherical surface centered at the bonding atom (with radius equal
to the maximum collision parameter) divided into active and

inactive regions. Reaction occurs only when the active regions
of two such spheres touch each other. In this way, the structures

In the last few decades radical recombination reactions, which
have no energy barrier along the reaction coordinate, have
mcrgasmgly become t.he subject of.theoretlcal anql expenmentalof the associating radicals are approximately accounted for.
studies. These reactions play an important role in combustion The statistical adiabatic ch | model (SACM) of K
and atmospheric processes. Experimental measurements suggest e statistical adiabatic channel model ( ) of Quac

o : ) ; :
that the temperature dependence of the limiting high-pressureanOI _Troe, m_both _canomcal and mlcrocano_nlcal Versions,
rate coefficient, k., can be negative for some reactions. provides a direct link to molecular and radical parameters

Examples include the recombination of G4, radicals, where (frequencies, rotatic_)nal c_on_stants) but, at least ir} its early fprms,
the negative temperature dependence becomes steeper as accounte_d for their variation along the reaction coordinate
increases? and the recombination ofC,H, radicalst The parametncally_. The first d_etalled analysis of the eff_ects c_)f the
analysis of simpler radicals, e.g., GH CHs and CH, + H, ang_ular poten_tl_al was provided by Wardlaw and I\_/Ia‘i‘cmﬂ;hew
which are more amenable to theoretical analysis, is more flex_lbl_e transition state theory (FTST), a specific variant of
difficult because the reactions are in the falloff region so that Variational transition state theory (VTSY).The model was

k.. has to be determined by extrapolation and the comparatively fUrther cjleve!oped by.All;baneI and V\éardlé‘?{\lr{hppenstem and
subtle effects of temperature are more difficult to characterize, Marcus:* Klippenstein;z and Smith'® As in SACM, FTST
The temperature dependence kf is a matter of some divides t.he internal modes of motion into two typesinsered
controversy (see Figure 2 in ref 4). Radical recombination Medes, i.e., those modes that do not change very much between
reactions, therefore, present an interesting challenge for theoreti'€actants and products (typically vibrations), anahsitional
cians, the aim being to obtain a model which is physically Modes, which are large amplitude motions (modes which are
transparent, is able to predict trends in the dependence of ratevibrations in the parent molecule but become free rotprs in thg
coefficients on temperature, on potential energy surface (PES)Separated fragments). The advantage of FTST is that it

features, and on radical shape and size, and is also easy for thdhcorporates a realistic representation of the transitional mode
kinetics practitioner to use. potential and accurately specifies the (classical) contribution of

An early approach at trying to calculate the rate coefficient the transitional modes to the transition state (TS) sum of states.
of associating radicals was the Gorin mo@lehich treated The disadvantage of including the full transitional mode potential
the system as a pair of fragments interacting via an isotropic into FTS.T is complexity of ‘mp'?mef‘ta“"”' intensive numerical
central potential, the Hamiltonian of the internal modes being calculations, and reduced insight into the dependence of rate

that of the isolated fragments. The dynamics of the interaction CO€fficients on PES features.

were governed solely by the central potential and the structure ~ Therefore, efforts were made to develop a version of the
of the radicals was ignored. Ben$aecognized that this was ~ original FTST which is easier to implement, involves less
an oversimplification as there would be many encounters at shortcomputation, provides more physical insight, and yet retains
distances whose Conﬁgurations would be repu|sive. He at- the essential features of FTST. In their investigation of the

tempted to correct for this by introducing the notion of a errors introduced in evaluating transitional mode properties
classically rather than quantum mechanically, Klippenstein and

T Present address: Molecular Simulations Ltd., 230/250 The Quorum, Marcug? d_emonStrated that th‘_:-' integratiof‘ over the conjuggte
Barnwell Road, Cambridge, CB5 8RE, U.K. momenta in the phase space integral defining the TS partition
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function, which occurs in the expression for the canonical rate reactant and transition state symmetry fact@$7) is the total
coefficient, could be done analytically, thereby greatly simplify- partition function for the reactant§s(R",T) is the TS partition

ing the overall integration procedure. Robertson et al. adopted function with the degree of freedom for the reaction coordinate
a similar approach in their formulation of the canonical rate removed, andV(R) the potential energy along the reaction
coefficient!* however, they used a body-fixed axis system in coordinate. The locatioR" = Rf(T) of the transition state is
contrast to Klippenstein and Marcus who used a spaced-fixedthat value of the reaction coordinate at whichis minimized
system. The advantages of the body-fixed system are that thefor a given temperature. The large amplitude transition state
transitional potential is often defined in terms of internal moetion is included i(R,T). The division of internal modes

coordinates such as bond lengths and angles, and so a minimahg transitional and conserved modes allows the TS partition
amount of transformation is required between coordinate f,nction to be written

systems; it also proved possible to analytically integrate more

of the spatial coordinates than was previously possible. The

model é)eveloped, canonical flexiblep transitignpstate theory QRN = QR DR, (2)
(CFTST), gives a simple expression for the high-pressure
limiting thermal rate coefficientk-(T) when the reaction Q., the partition function for the conserved modes, can be
coordinate is defined as the distance between th? centers of MaSEalculated within the harmonic oscillator approximation using
of the fragments. In this approach the contribution of the

transitional modes to the rat Hicient is evaluated classicall standard harmonic oscillator partition functions. The depen-
ansitional modes to e rate coetlicient 1S evajuated classically. yo e of the harmonic frequencies on the reaction coordinate
The canonically derived rate coefficients are upper bounds to

. - . . is modeled by an exponential correlation between the separated
those obtained from microcanonical calculations, a consequence

of the variational principle. Robertson et'alused the Chl+ radicals and the_ product njolecple us?ng a single correlgtion
H — CH, recombination reaction to illustrate the validity and Parameten; details are provided in section ll.2. The coupling
advantages of their version of the CFTST between the transitional modes and external rotation as well as

In this paper three related recombination reactions are the inclusion of a realistic transitional-mode potential-energy

investigated using CFTST: function, V4, dictate thatQy, the partition function for the
transitional modes, be evaluated using the classical partition
CH, + CH; — C,H, (R1) function expression:
CF,+ CR,— CF R2 1 _
3 3 2' 6 ( ) Qtrzﬁf“.feﬂHdpdq (3)
CCl; + CCl;— CClg (R3)

. . . whereH is the classical Hamiltonian for the transitional modes,
Reaction R1 is a benchmark. It was mainly chosen because of L .
e, . . ; n is the number of transitional/external rotation modes (exclud-
the availability of extensive experimental and theoretical . . . . .
ing the reaction coordinatey, is the vector of the generalized

datal>2! It also enables comparison of the results from this coordinates. and is the vector of their coniugate moment
version of CFTST with the microcanonically and canonically i a Ir conjug A
can be written as the sum of a transitional mode kinetic energy

derived rate coefficients for this recombination reaction by )

Wardlaw and Marcu$. For the analogous halogenated systems T and potential energy.

(R2 and R3) there is, despite their importance, a substantial un- In specifying Ty and Vi, the fragments are assumed to be
certainty in the experimentally determined rate coefficiéAts?: rigid bodies whose geometry depends on the reaction coordinate
especially for reaction R2. The main aim of the paper is to R but not on the five angles specifying the relative orientation
model the temperature dependence of the rate coefficients forof the principal axes of the two fragments. TRalependence
three recombination reactions which are anticipated to becomeof the size and shape of the fragments is modeled using the
more sterically hindered as the reactants become bulkier.same exponential correlation as that for the conserved mode
Experimental data and FTST calculations for reaction R1 suggestfrequencies; details are provided in section 111.3. When
a weak negative temperature dependence for this type ofseparated from the full PES) can be expressed as a function

barrierless recombination reaction. of only these orientation angles afd
The structure of the paper is as follows: CFTST is reviewed

briefly in section II, the potential-energy surface features are The integral over the conjugate momenta in eq 3 can be

performed analytically? with the result

described in section Ill, and Results and Discussion are
presented in section IV. The paper ends with Conclusions in or\n2
: B n .y
section V. Q, = (ﬂ_hz) f"'f|A| 26Mr dq (4)
Il. Theory

II.1. Summary of CFTST. CFTST has been described where|A| is the determinant of the matrix whose coefficients
previously in detail by Robertson, Wagner, and Wardtaand A appear in the expression fog:
only a brief summary follows. The high-pressure limiting
canonical rate coefficient for association is given by n
T =Y Aag (5)
+ tr Z ij i
i o Qts(R vT) *ﬂV(RT) i)=1

- (1)
Bhot Q) . o
where theg’s are generalized velocities. Robertson et“al.
wherege is the ratio of electronic degeneracies for the transition derived a specific expression f{#| whenR, the progress along
state (TS) and separated radic@lsy 1/KT, o/o' is the ratio of the reaction path, is the separation of the centers of mass of the

ko(T)=9g
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two fragments. Using this expression fé, they showed that  function f over a volumeV, random points are sampled

the rate coefficient is given by uniformly from V, the integral being estimated as
_ 1o gV ( Ql(M ) fdV A~ VT 3V M (8)
= 9 7 Quand D\ s h S VooN
t + t where
(demer,lmer,z(T))rT o © "
er,l(T)er,Z(T) Df |jE — fi

whereQyans = (27ukT)3¥3/h3 is the reduced mass translational
partition function,Quibi and Q. (i = 1, 2) are the vibrational and

and rotational partition functions of the fragmen@l,q = 1N
872u(RNkT/I? is a pseudo diatomic partition function for F2=—-Yf2 (9)
the relative orbital motion of fragments at the TS, aQd, N/=

Q' are the vibrational and rotational partition functions for
the fragments at the TS. The configuration integial,is
given by

and the last term of eq 8 represents thwecbnfidence interval.
In the present casé,=T' x (2°7%). For the current systems,
this method is very computer intensive, since many regions of
o . the volume contribute little to the integral and so many MC
I'RT) = (25713) 1ﬂ) dé, sin6, f(‘) dé, sin 6, points are needed to keep the variance low. This situation is
o 2 2 _pv, exacerbated for bulkier substituents because a smaller fraction
ﬁ) do, 0 do, 0 dye ™ (7) of phase space contributes to the integral.

The use of stratified samplifigcan increase the efficiency
where the angle8,, 6, ¢1, ¢2, andy fully describe the relative of the Monte Carlo method. The volume is divided into
orientation of the two (rigid) fragments. The angles are defined different subvolumes, and MC points are sampled uniformly
as follows: 61 and 6, are the angles between tRig axes and across these subvolumes. As the sampling progresses, the
the vector between the centers of mass of the two fragments,contribution of each subvolume to the overall integral is
¢1 and ¢, describe the rotation of the fragments about @e determined. Certain subvolumes contribute more than others
axes, ang is the dihedral angle of th€; axes. For a more  to the integral, and the relative number of sample points drawn
detailed description of these angles, see also Figure 1 inref 14.in each subvolume is adjusted to reflect this, i.e., those
The form of the rate coefficient expression in eq 6 is especially subvolumes that make a greater contribution are sampled more
appealing since the last three factors contain all the vibrational, frequently.
shape (via moments of inertia), and transitional mode potential Care must be taken on dividing the integration domdtor
information, respectively.Vy, which appears in the hindering  example, division along each coordinate axis in the present case
functionT’, can be calculated from either a full ab initio potential into, for example, 10 strata would produce®18ubvolumes
or from a simple model. The transitional mode potential used which would be expensive to sample (the typical number of

in this work is described in detail in section Ill. It should be MC points used is of the order 1@nd so this would mean
emphasized that the separation of the transitional mode partitiononly one MC point would be drawn for each subvolume). In
function into various factorsQuqy, Qf,i, and I') derived by practice, the angle®; and6, turned out to be the most important
Robertson et al* is exact within the classical framework and in determining the configuration integral, and only these angles
follows directly from the Aston and Eidinoff theoréfno were stratified. In the presented calculations the range of each

assumptions concerning the moments of inertia to be used inangle was divided into 10, producing4€ubvolumes.

Qpg Or as to the nature of the top (e.g., near symmetric) are  For the sampling of subvolumes with different numbers of
required. The model accounts for the change in transitional points, an estimate of the variance of the integi, is
modes from vibrational through hindered rotor to free rotor approximately given by

seamlessly, incorporating the effects of anharmonicity in the 10
tr_a_nsmonal potential and the pote_ntlal coupling between tran- A~ V= Var (CF [) (10)
sitional modes. Also, no assumptions aboutf@ependence n2&

of the transitional mode partition function between the limits

of reactants and products is assumed, a feature of many othetherévar(LF [ is the variance estimate bfor the subvolume
treatments. (Note, in the section on the transitional potential !

below, analytic forms for certain features of transitional potential ~ The total number of MC points used in these calculations
are assumed and the corresponding parameters are presente®as 10. As expected, volume elements with small values of
This should not be confused with the common practice of 61andé.,i.e., configurations closest to the reaction coordinate,
assuming a functional form for tf‘@dependence of the partition made the blggest contribution to the Configuration integral. Error
function and is indicative of the approximate nature of the estimates for the integral were taken to e 2Jsing stratified
potential used, not of the present treatment. The same approaci$ampling, the error estimates were reduced by abot86@6
could be used if a more accurate transitional mode potential compared to uniform sampling with the same number of MC
was available.) points.

I1.2. Monte Carlo Estimation of the Configuration In-
tegral. The hindering functiod” consists of integrals over the
relative orientation of the fragments and was evaluated using a In this section four potential-energy features are discussed:
Monte Carlo (MC) algorithm. Monte Carlo techniques are the reaction coordinate potential, conserved mode vibrational
discussed extensively elsewhétand so only a brief discussion  frequencies, the fragment geometry, and the transitional mode
will be given here. In the simple Monte Carlo integration of a potential.

[Il. Dependence of Molecular Properties onR
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I11.1. Reaction Coordinate Potential. The rate coefficient

ko(T) for the recombination reactions presented here was CHs

J. Phys. Chem. A, Vol. 102, No. 44, 1998529

TABLE 1: Correlation of Conserved Modes? for the CH3 +
— C,Hg Reaction (cnT1) and Transitional Modes? of

. . . —1
calculated using eq 6. The reaction coordinate was assumed-2s (€m™)

to be the distance between the centers of mass of the reactants,
and the reaction coordinate potential energy was modeled by a

Morse function:

V(R) = Dy[1 — exp(Bu(R — R))I? (11)

The parameters for the Morse function were obtained from
thermochemical and spectroscopic data, in particular, the
parameteify was obtained from the frequency of the-C
stretching mode of the adduct. Some difficulty was experienced
with reaction R3-althoughv; (974 cnt?) is assigned as the
C—C stretch in ref 44, when used to calculate the Morse
parameterfy, a value of 5.8 A was obtained. When this

value is used an exceptionally steep potential-energy surface
in the transition state region is obtained, and as a consequence

this leads to unrealistic rate coefficients. However, this
vibrational mode is dominated by motion of the C atoms, and
motion of the heavier Cl atoms is very restricted. The reaction
coordinate corresponds more closely tothé432 cnt!) mode,
which is also of Agsymmetry and involves the relative motion
of the CC} fragments. This frequency vyields a value f&y

of 2.6 A1, which is more realistic and was used throughout
the rate coefficient calculations.

The TS locationR" for each temperature was found by
minimizing k.. with respect taR on a 0.10 A grid ofR values.
The range ofR values varied slightly depending on the
kinetically important region for each system: for reaction R1,
R = 2.2-7.0 A; for reaction R2R = 2.4-7.0 A; and for
reaction R3R = 2.9-7.0 A.

111.2. Vibrational Frequencies. To calculate the ratio of
the vibrational partition functionsQ'/Quip react iN €q 6, the

a. Correlation of Conserved Modes

CoHs CHs
mode sym Vi v P mode sym i
V1 Alg 2954 29250 V1 Al' 3044
Vs Az 2896
V2 Axg 1388 1383.5 2 A’ 606.9
Ve Az 1379
V7 E, 2985 2977.0 V3 E' 3162
V10 Ey 2969
Vg = 1472 1470.5 Va E' 1396
V11 Eg 1469
b. Transitional Modes
mode sym v description

V3 Axg 995 C-C stretch

Va Ay 289 torsion

Vg Ey 821 CH rock

V12 Ey 1206 CH rock

aReference 8% Reference 45. Calculations were also performed
with an umbrella mode of 580 crhto compare to the Wardlaw
Marcus calculations (ref 4), but no significant difference was ob-
served.

TABLE 2: Correlation of Conserved Modes for the CF; +
CF3; — C,F¢ Reaction (cnmt) and Transitional Modes of
CoFe? (cm™?)

a. Correlation of Conserved Modes

conserved mode frequencies, which change somewhat along the "7

reaction coordinate, were obtained by interpolating between
reactant and product values:

vi(R) =+ (" —v) expa(R— R)) (12)
whereRe is the reaction coordinate value in the product molecule
and a is an interpolation parameter. The parametewas
assigned the more-or-less standard value of THfdr all three

systems; the effect of varying was explored only for CH
recombination (R1) »" values are the reactant frequencies

which correspond to the normal-mode frequencies in an isolated

radical. v; P values are the frequencies of the corresponding
product molecule which correlate tg'. v P values were

obtained by averaging two nearly degenerate normal-mode

frequencies of the molecule with the same symmetry (either A
or E) and the same type of vibration (either stretch or defor-
mation), see Tables13. The resulting four product frequencies

v; P were then correlated to the four reactant frequencies with
the same symmetry and vibration type. Although the main
contribution to the vibrational factor comes from the umbrella
motion alone, the correlation of the frequencies along the

CoFg? CR
mode sym iz P mode sym v’
21 Axg 1417 1266.5 V1 A1 1088.6
Vs A2u 1116
V3 Ay 348 531 2 A1 701
Ve A2u 714
= 1250 1250 V3 E 1260.2
V10 Eqy 1250
Vg Ey 620 571 V4 E 58C¢
V11 = 522
b. Transitional Modes
mode sym v description
12 Axg 807 C-C stretch
V4 Ay 68 torsion
12 Ey 372 CRrock
V12 Ey 219 Ck rock

aReference 46° Reference 47¢Reference 48! Reference 49.
¢ Reference 50.

bondry, and the X-C—X bond anglencx, was estimated ateach
point of the reaction coordinate by an interpolation:

ch(R) = rcx,er + [rcx,ep - r(:x,er] exp[—a(R - RJ]

O*xcx,er] exp[—a(R - Re)]
(13)

[y d —

cx,e XCX,e

aXCX( R) = aX

wherea = 1.0 A1, The change in shape as the fragments

reaction coordinate was done for all conserved modes, which approach each other affects the r&ig/Qr, however, this factor

are listed for the three different recombination reactions in
Tables +3. The remaining frequencies of the product molecule

are the transitional modes and are listed for the three cases in

Tables 1-3.

111.3. Fragment Geometry. The change in structure of the
fragments as they approach each other, the length of thé C

remains close to unity along the reaction coordinate for all the
reactions investigated.

lIl.4. Transitional Mode Potential. The transitional mode
potential, Vi, was calculated using the approximate model
described by Wardlaw and MarctisThis model describes the
transitional potential as a sum of nonbondi¥gg, and bonding,
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TABLE 3: Correlation of Conserved Modes for the CClz +
CClz — C,Clg Reaction (cnm?t) and Transitional Modes of
C,Clg? (cm*l)

a. Correlation of Conserved Modes

CzClsa CC|3
mode sym Vi VP mode sym iz
V1 Alg 974 8275 V1 A1 674)
Vs Ao 681
V3 Axg 288 330.5 2 A 338
Ve AzU 373
V7 Ey 854 817.0 V3 E 899
V10 E, 780
Vg Ey 341 308.5 V4 E 27Z
V11 Eu 276
b. Transitional Modes
mode sym % description

2 Axg 432 C-C stretch

V4 Ay 77 torsion

) Eqy 223 CCkrock

Vio Ey 167 CCkrock

aReference 44° Reference 51¢ Reference 52.

TABLE 4: Potential-Energy Parameters for the CXz=CX3
System . = 1.0 A}

parameter XH ref X=F ref X=CI ref
CaXe
rexe Al 1111 4 1.326 54 1.769 61
recelAl 1533 4 1.545 54 156 61
Ocex,e [deg] 110.0 61
axcx.e [deg] 107.3 4 1095 54 1089 g
Docclkd molY]  366.5 4 406.5 c 286.3 c
Dcc[kImoll]  404.2 4 4184 d 2947 d
Re [A 1.696 4 2274 e 2645 e
Bec AT 1.80 4 315 f 2.57 f
Dcc®f [kI mol?]  810.9 a 806.3 a 3903 a
et A 182 a 394 a 473 a
rec [A] 1.15 a 1.52 a 1.88 a
vee[em™ 995 8 807 46 432 44
CXs
rexe[Al 1.079 4 1.318 60 1.714 62
axcx.e [deg] 120 4 1107 60 117.4 62
CX3“‘CX3

ex—x [kJ mol1] 0.042 53 1.276 53 1.276 53
ec—c[kJ molY] 0.397 53 0.397 53 0.397 53
ec—x [kJ molY] 0130 b 0711 b 0711 b
rx-x0[A] 3.37 53 3.285 53 3.915 53
re—colAl 3.88 53 3.880 53 3.880 53
re-xolAl 3.62 b 3582 b 3897 b

@ Obtained from a nonlinear least-squares fitting as described in the
text. The effective Morse parameters or= 0.7 A-1in the CHy+CHs
system are the same as thosedor 1.0 A1 except forDec® = 795.0
kI molt. P ec_x = (ex—x €c-0)*% rc-x0 = 1/2(rx—x,0 + re—c,0)- ¢ Do.cc
calculated fromAH;® of C:X and Cx. AH¢?8 of C,X¢ obtained from
ref 55. AH#?% of CH; and CF obtained from ref 56 AH?°¢ of CCl,
obtained from ref 57AH{% converted toAH? with H> — H2°8 from
refs 58 and 599 D¢ = Docc + Ex — Ez wWhere E; and E,, are
determined by the normal-mode frequencies oX£and Ck.
¢ Determined from the equilibrium geometry and the atomic masses of
CzXe. fﬁcc = (lu/ZDcc)l/zzf[CVcc. 9 Calculated fromrc(;.,e and Occcle
of Czcle.

Vg, interactions:

Vie =Vig T Ve (14)
All the parameters needed to determmefor all three cases
are listed in Table 4.

A Lennard-Jones potentialy,;, was used to describe the
interactions between all nonbonded-& and X—X pairs; the

Pesa et al.

C—C interactions were excluded, and Coulomb interactions were
disregarded® V;is given byV ;= €[(ro/r)*2 — 2(ro/r)8]. The
equation for the nonbonded potenti4s is as follows:

4
Ve = z Vis(ry) (15)

i)=1

wherei is an index over the atoms on the first €agment,
j is an index over atoms on the second fragment,rarade the
distances between the nonbonded atoms. The exclusion of the
C—C nonbonded interaction was effected by setting ¢he
parameter to zero for this interaction. The Lenraldnes
parameters were taken from the DREIDING poterfiial.

The potential for the €C bond, Vg, was represented by a
Morse function modified by an orientational factor to account
for bonding orbital overlap:

Vg =V, %(r.o) cog 7, cog 1, (16)

where V' is an effective potential given by

VMEf = DCCEf{ 1- E‘Xp[— CCef(rCC - rcc,eEf)]}2 - Dccef (17)
Note thatViu®' is a function ofrc. (the distance between the
carbon atoms) and not the reaction coordinate. The angles
and 7, are betweernr,. and theC; axes of the respective
fragments. The angleg and, are determined by the vector
definition of the cosine:
Uilec

COST, = (18)

! |ui||rcc|

wherer is the vector between the carbon atoms ané a
vector along theCsz axis of theith fragment. r; and 7, are
functions off,, 62, andy. (It should be noted that; and

are not the same & and 6, sincer.. and the vector joining

the centers of mass of the fragments are, in general, not the
same.)

The effective Morse parameters in eq 17 are introduced so
that the complete transitional mode potentigl(eq 14), when
evaluated at the “local” equilibrium configuratiof(= 6, =
¢1=yx = 0°andg, = 60°, i.e., staggered arrangement with the
nonplanar fragments splayed away from each other as in ethane)
yields the desired Morse reaction coordinate potential (eq 11).
These three parameters were obtained by least-squares fitting
using a Marquardt algorithif.

For the recombination reaction R1, the root-mean-square
deviation ofVy, from V(R) in therccinterval 2.2-7.0 A, where
the transition states occur for the temperatures considered, was
only 0.17 kJ mott. For the other two recombination reactions,
the deviation ofV;, from V(R) was larger. The interval used
for the 2Ck — C,Fs recombination was 2:47.0 A and for the
2CCk — C,Clg recombination 2.97.0 A, and the deviations
were 2.55 and 2.59 kJ mdl, respectively.

The simplified model forV; has limitations, the biggest
practical problem being the determination of the effective Morse
parameters in eq 17, which are obtained by fitting the sva (

+ Vg) to a known C-C Morse function. Since the biggest
deviations from the fitted function occur at shorter separation
distances, where the nonbonding interactions are large, the
effective Morse parameters depend strongly on the interval of
the fit. This problem is accentuated for the ££FCF; (R2)

and CC}---CCl; (R3) systems because of the stronger non-
bonded interactions arising when halogens are substituted for
hydrogen. (Thec-x (X = F, Cl) Lennard-Jones parameter
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TABLE 5: Rate Coefficients k«(T) for the Reaction CH; + TABLE 8: Rate Coefficients k«(T) for the Reaction CCl; +
CH3 — CyHg (= 1.0 A CCl3 — C,Clg (oo = 1.0 A%
ko [107 cm?® ke [1L0~ %2 cm?
temp [K] R'[A] moleculels™] temp [K] R'[A] molecule’ts™]
300 4.26 8.93t 0.02 300 3.99 4.1°# 0.06
400 4.06 8.68t 0.02 400 3.82 3.0Gt 0.04
500 3.87 8.14+ 0.02 500 3.65 2.33: 0.03
600 3.67 7.55+ 0.03 600 3.57 1.84+ 0.02
800 3.47 6.39+ 0.02 800 3.49 1.18t0.01
1000 3.37 5.3% 0.02 1000 3.40 0.85% 0.008
2000 2.89 2.47#0.01 2000 3.23 0.30& 0.003

TABLE 6: Rate Coefficients k.,(T) for the Reaction CHz +
CH3 - CzHa ((1 =07 Afl)

Ko [10-1 crr?

temp [K] R [A] molecule®s™]
300 4.26 7.20t 0.01
400 3.96 7.09t 0.02
500 3.87 6.64+ 0.02
600 3.67 6.14+ 0.02
800 3.57 5.16+ 0.02
1000 3.38 4.2°# 0.02
2000 2.98 1.99:0.01

TABLE 7: Rate Coefficients k,(T) for the Reaction CF; +
CF3 g CzFe ((X =1.0 A_l)

Keo [10712 cm? 0.0

temp [K] R'[A] molecule’s ] 200 400 600 800 1000 1200 1400 1600 1800 2000 2200

300 3.62 13.42- 0.14 T/K

400 3.58 9.3 0.09 . -

500 3.43 737 0.07 Figure 1. Temperature dependence of the rate coefficients for the
600 3.43 6.15- 0.06 reactions CH+ CH; (—), CRs + CFs (- - -), and CC} + CClz (++***).

800 3.34 4.63t 0.04 - . .
1000 3.24 3.68 0.03 coefficient at a given temperature decreases and the negative
2000 3.06 2.06: 0.02 temperature dependence becomes stronger. The increasing

steepness in the negative temperature dependence is illustrated
is ~Bec—n, and ex—x is ~30epy—p.) As the effective Morse in Figure 1, which shows the rate coefficienks, relative to
parameters directly influence the transitional mode potential and, the 300 K value for the three different systems, as a function
hence, the rate coefficient, it is vital to have a consistent method of temperature. Changing = 1.0 A1 to a = 0.7 A1 in
of determining them in order to make reliable predictions for reaction R1, decreases the rate coefficienti20% across the
the temperature dependence and a meaningful comparisorstudied temperature range but does not have an effect on the
between the different reaction systems. The interval we temperature dependence (Tables 5 and 6).
eventually chose for the fit included all values Rf which It is of interest to investigate the factors that affect the rate
were necessary to find the TS for all temperatures (les coefficient and its dependence on temperature. The rate
3002000 K), but did not include the very short separation coefficient is given by eq 6 and can also be written in the form:
distances, where the deviations had the higheAst values. Thus, 16 1
the interval for reaction R1 waR = 2.2—7.0 A, for reac- =0q——= AV .
tion R2R = 2.4-7.0 A, and for reaction R® = 2.9-7.0 A. AT = O i Qe ol (19)
Some difficulty was experienced in fitting the potential for . .
reaction R3, since there are multiple minima in fResurface, Therg are five factors that dependRand, therefore, potentially
depending on the initial values 8fcc®, Bcce!, andrcec' in the contribute to the location of the TS and to the dependence of
nonlinear least-squares fit. However, the rate coefficients are k- On temperature. The changes in the contributing factors for
relatively insensitive to the particular set of minimum parameters reaction R1 at 2000 K are shown in a logarithmic plot in Figure

used. 2 as a function of the reaction coordinate. These factors (already
explained in more detail in section Il) afé the hindering
IV. Results and Discussion function in the form of the configuration integral;#, where

V is the potential along the reaction coordina@sq, the

IV.1. Temperature Dependence.The calculated values of  pseudodiatomic partition function for the orbiting motion of the
the high-pressure limiting rate coefficienti,(T), for the two fragments;Q.in, the quotient of the vibrational partition
reactions R1, R2, and R3 and the corresponding locations offunctions, andQq, the quotient of the free rotor partition
R" are listed in Tables58. In most cases the interpolation  functions. Q. is almost constant and close to unity along the
parametett (eq 12) was chosen to be 1.0 For comparison  reaction coordinate and, therefore, does not have a significant
with the calculations of Wagner and WardlaWthe rate effect on the location of the TS or the magnitude or temperature
coefficientk.(T) for reaction R1 was also calculated with— dependence ok.. Quq is proportional toR?, and Q.i, also
0.7 A-1 (Table 6). increases wittR. The most dramatic changes are found for

All three reaction systems exhibit a negative temperature the hindering functior”, which increases, and the term?%,
dependence. On going from Gkb CF; to CCk recombination, which decreases @ increases. It is, therefore, primarily the
i.e., as the substituents become increasingly bulky, the rateinteraction between the factorsand e#V that most influences
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TABLE 10: Components of the Ratio Z = k.(300)k.(2000)
TABLE 9: Components of the Ratio P = K.(X)/k«.(H) for for the Reaction CX3 + CX3 — CuXg
the Reactions CX% + CX3 — CX
% 3 226 (Rf30d (€VT)z0d Quib 300 Qrot,30d
(Sfxé (ﬂqcz (efi\ér)x/ Quinxl  Qrorx/ X R'2000? (€"T)2000 Cvib,2000 Crot,2000 VA
X R wd® (7w Quwn  Qow P H 217 2.83 154 0.98 3.59
300 K F 1.40 12.6 0.97 1.00 6.63
F 0.72 0.47 0.22 1.04 0.98 0.152 Cl 1.53 19.9 1.15 1.01 13.7
Cl 0.88 0.36 0.069 1.10 0.97 0.047

300 and 2000 K. This table shows that the ratio of the factors

2000K -V is primaril ible for the d in rate coefficient

F 112 0.47 0.048 1.65 0.96 00so € "Tis primarily responsible for the decrease in rate coefficien
cl 125 0.36 0.010 1.46 0.95 0.012  Wwith the size of X, although the mass term is also significant.

_ o Another useful comparison, based on eq 20, is to consider the
the location of the TS and hence the rate coefficient. The ratio, Z, of the rate coefficients for the same reaction at two
productT'e #V is also included in Figure 2; the minimum of  different temperatures, e.@,= k(300 K)k.(2000 K):
this curve is the approximate location of the TS at 2000 K.

Equation 19 can be rewritten: 300 "% Raoo |2[ € " D)ago|[ Ruinz00 || Rrot.z00

Z=
200 Raooo | \(€ 7T 2000 | i, 2000/ 1ot 200

SKT\1/2 _
kw(n=ge§n<RT)2(ﬂ—;) Q2™ T (20)

The components o for the three reactions are listed in Table
10. It is clear that the product@T is the dominant factor in
determining the temperature dependence for both theaG#
CCl; recombination reactions. For the gkecombination, the
effect of the product &VI is less pronounced and the other
' factors, in particulaR? and Q.i,, are significant.

The interplay between the factoFsand e/ for all three

reaction systems, at both 300 and 2000 K, is shown in Figure

whereR' is the location of the TS at a given temperature. This
form emphasizes the connection between the TS and collision
theories and also allows further exploration of the importance
of the product efVI'. Consider the ratioP, of the rate
coefficients for the reactions R2 and R3 versus that for R1, i.e.
P = k«(X)/ke(H), where X and H represent the substituents on
the reacting fragments and X is either F or Cl

c\[r.1\2 1/2 (e—ﬁvr) Q. 0 3. Except for reaction R1 at 300 K, all the curves exhibit a
p=|X|=X H X|[ZovibX || ZZrotX (21) minimum, emphasizing the role &f and e#V in determining
oF RHT HUx (e_ﬂvl")H Quip )| 224 the position of the TS and, hence, the magnitud&oéand its

temperature dependence. For reaction R1 at 300 K, a minimum
whereCy andCy represent the symmetry number ratios. The is obtained if the other factors, i.eR? and Qi are included
radicals Cl and CC} are nonplanar in the TS and as separated (see above), however, as the temperature increases, a minimum
reactants and were each assigned a symmetry number of 3 foiis obtained without the extra factors. The minima of the curves
both TS and reactants. As a consequefefor X = F or Cl show the approximate location of the TS at the corresponding
is always unity. The case of GHs somewhat more complex:  temperature. The minima at 2000 K are clearly at a shétter
the separated fragments are planar and have a symmetry numbezompared to those at 300 K. This is in accordance with the TS
of 6 each or 36 for the reactant pair. The methyl fragments are getting tighter with higher temperatures, an effect which has
assumed planar at the TS, and hence, the overall symmetry forbeen observed previously, e.g., by Rai and Truhl#so, for

the TS is 2x 36 = 72. The extra factor of 2 arises from a specific reaction, the 2000 K curve has a lower minimum
molecular symmetry considerati¢hgor planar fragments, as  than the equivalent curve at 300 K, as shown earlier in Table
each distinct relative orientation of the fragments at the TS can 10, and this effect is the primary cause of the decrease in the
be obtained from two sets of the orientation andlesdz, ¢1, rate coefficient with temperature.

¢2, and y. Thus, C4 = 36/72 = 1/2. Table 9 lists the It is worth investigating the factol” more closely. The
component factors of P for X F and Cl and temperatures of hindering functionl is given by eq 7 and depends exclusively
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Figure 5. Contour plot ofVy, atR = 2.9 A as a function of; and#;
on Vy, which is described in detail in section Ill. In Figure 4, for the reaction Chi+ CHs. Contours are every 8500 cthstarting
Vy is plotted versus the polar angtefor the three different oM 0-
recombination reactions at the locations of the TS corresponding 120 »
to 1000 and 2000 K. The dihedral angland the axial angles \_/
¢1,2 are fixed toy = ¢1 = 0° and¢, = 60°. The polar angl® T
is varied from O to 18C°. 6; and#- for the two fragments are 100
varied simultaneously by the same factor. They are defined
such that at the Ovalue the fragments are splayed away from
each other and while); is varied they rotate in opposite 80
directions so that they are mirror images of each otheréand
and 6, have the same value. The distarR&etween the two
fragments is kept constant and is the location of the canonical € 60
FTST transition state at the corresponding temperature. As i
expected for all three systems, tkig have maxima close t6
= 90°, which corresponds to the situation where theages of 40
the fragments are parallel and perpendicular to the vector 4
between the centers of masthis orientation has an increased
repulsive nonbonded interaction and minimum bonding orbital
overlap. Comparing the three different systems the pead of -
gets higher and broader in the series ;Cid CF; to CCh
recombination: the increasingly repulsiVg is a consequence 0 30 60 90 120 150 180
of the larger substituents on the reacting fragments. At 1000 8,

K, where the locations of the transition states are at laRyer
compared to those at 2000 K, the repulsion and, therefgre,
are smaller.

Figure 5 shows/;; as a function of the polar anglés and
62 in a contour plot for reaction R1 &= 2.9 A, which is the For the other two reaction systems, R2 and R3, similar
location of the TS afl = 2000 K. The conditions are as in  contour plots were made ;. While the shape of the contours
Figure 4, which is a diagonal cross-cut of the contour plot. was comparable to that for reaction R1, the height of the
Although Figure 5 seems to be symmetric, it is not quite so maximum for V;; was increased substantially the larger the
becauseé/y; does not peak exactly &= 90° but at about) = substituents on the carbon atoms became. These plots show
100, the CH radicals are not planar but have a splayed structure that V;, gets more repulsive for bulkier fragment substituents,
which depends oR. In Figure 6,Vy is displayed as a function  reducing the &V« term in the hindering functiolf and the rate
of the polar angle, and the axial angle, for reaction R1 at coefficient. This effect becomes more dramatic at higher
R=2.9 A. While one fragment is fixed)f = ¢1 = y = 0), the temperatures where the location of the TS is at shdrter

Figure 6. Contour plot ofV,, atR = 2.9 A as a function of, and¢
for the reaction Chl+ CHs;. Contours are every 5500 cfstarting
from 0.

other fragment rotates abo@t from 0° to 180 and abouip, IV.2. Comparison with Experimental and Other Theo-
from 0° to 12¢. The potential exhibits a maximum at retical Studies. (a) CHs + CHs. The recombination of Ckl
approximatelyd, = 100° and¢, = 30° and a saddle point @& radicals has been the subject of numerous experimental and

= 100° and ¢, = 90°. Comparison with Figure 2 in ref 14  theoretical studie¥> 2! The results of the present investigation
shows that this part of the potential energy surface is qualita- of the high-pressure limiting rate coefficiett,, as a function
tively similar to that for the reaction GH+ H — CH, apart of temperature are compared with some of these studies in
from a shift of 30 in ¢. Figure 7. There are six curves in Figure 7: canonically derived
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Figure 7. Comparison of the high-pressure limiting rate coefficient
for the CH; recombination versus temperature=)(this work (@ =
1.0 A°%); (- - -) this work @ = 0.7 A™%); (-+==-) ref 4 (@ = 1.0 A%,
(-+-+-) ref 19 @ = 0.7 A Y); (--+-+*) ref 67; @) ref 70.

values by Wardlaw and Marcus far = 1.0 A~%;# microca-
nonically derived values by Wardlaw and Wagner o 0.7
A-1 obtained from fits to experimental dat&fits to experi-
mental data by Trd€ based on the constant value fks
suggested by the SACRA; fits to experimental data by Rob-
ertson et al%’ canonically derived values from this work far
=1.0A1and 0.7 AL A smaller value ofx leads to a decrease
in the rate coefficient but does not affect the temperature
dependence.

The fit to experimentak(p, T) obtained by Robertson et &l.

Pesa et al.

TABLE 11: Comparison of Wardlaw —Marcus Treatment to
Current Work: K«(T) for the Reaction CH; + CH3 — C,Hg
(aa=1.0A1a

Wardlaw—Marcus

K (WM)/ this work
temp K] ko, ™ kWM K, (VW) ke Kool koo VM)
300 7.19 8.44 117 8.93 1.06
500 6.09 7.27 1.19 8.14 112
1000 3.94 4.63 1.18 5.31 115
2000 181 2.19 121 2.47 1.13

a All rate coefficients are in units of 1@* cm® molecule’® s71.

for the reaction coordinate dependence of the conserved mode
frequencies and the fragment structure. The canonically
calculated rate coefficients from the WM treatnfefur o =

1.0 A1 are also shown in Figure 7. In the WM approach, the
momenta were not treated analytically but included directly in
the MC integration, greatly increasing the computational effort
required. A further difficulty was experienced when the energy
integration, required to obtain the canonical TS partition
function, was introduced into the MC procedure, leading to
unacceptably large standard deviations, increasing the compu-
tational requirements still further. Consequently, a similar
amount of CPU time was used in evaluating both canonical and
microcanonical rate coefficients. In the present approach, the
integration over energy to give the canonical TS partition
function is treated implicitly (because the Laplace transform is
performed before integration begins) and the computational
effort is much less for the present canonical approach. The ratio
ke WMk, /Y™ in column 4 of Table 11 indicates that the

used a master equation/inverse Laplace transform method, whichoverestimation of the rate coefficient provided by a canonical
has the advantage that details of the PES are not required. Thdreatment relative to the (correct) microcanonically based
experimental data were taken from refs-18 and 68. Similar treatment is very close to 20% on the 300 K temperature

analyses of the available experimental data also require negativeange. We shall, therefore, use a factor of 1.20 to convert, in

temperature dependencies k70 Figure 7 shows that the
experimentally derived values, obtained by extrapolation of the
fit in ref 67 to high pressure, lie below the results from this
work and from the other theoretical studies.

The original application of FTST to this system was by
Wardlaw and Marcus (WMj,who calculated rate coefficients
in two ways: in the first, microcanonically derived rate
coefficients (denotek, (V™) were obtained by minimizing the
microcanonical rate coefficients with respect to the reaction
coordinate and then forming the standard average.
second, canonically derived rate coefficients (dendtgd™)

approximate fashion, between canonically and microcanonically
based rate coefficients obtained from other treatments.
Subsequently, Wagner and Wardlaw (WX\®btained opti-
mized microcanonically based, pressure-dependent rate coef-
ficients by fitting to the extensive set of experimentally
determined rate coefficients measured by Macpherson‘ét al.
and Slagle et & The WW treatment employed microcanonical
FTST recombination rate coefficients plus the Troe strong
collision model-"2with weak collision corrections to describe

In thethe pressure-dependent effect of collisions of energiz#ts'C

with the buffer gas argon. WW used the same transitional mode

were obtained by averaging the microcanonical rate coefficients potential {/,(Y™) and the same reaction coordinate dependence

first and then minimizing this average with respect to the
reaction coordinate. A temperature range of-32000 K and
values of the interpolation parameteof 0.8 and 1.0 A* were

for the conserved mode frequencies and the fragment structure
as WM. Adjustable parameters in their fit were the interpolation
parametero. and the average total energy chariges;,[Jin

used in these calculations. The canonically derived results areenergized g@Hg* per buffer gas collision. The parameter values

larger than, and an upper bound to, the “true” microcanonically

giving the best fit to the measured rate coefficients were found

derived rate coefficients, because at the microcanonical levelto bea = 0.7+ 0.13 AL and[AE = —205+ 65 cnL. The

the location of the TS is a function of energy, while at the

high-pressure limiting rate coefficients obtained from the WW

canonical level the same TS location is used for all energies attreatment (denotekl, ,V)) are listed in column 2 of Table 12

a given temperature. The WM results for= 1.0 A are listed

in the second and third columns of Table 11. WM used a
transitional mode potentiaV{(YM) identical to that described

in section Il and in Table 4 with the exception of the effective
Morse parametersDc®, Bec®, rec®). Their values differ
slightly from those obtained in this work due to the different
fitting ranges: 1.756.78 A for WM versus 2.27.0 A here.
For example for. = 1.0 A1, WM obtained Dcc®, fec®, rect

= (847.3 kJ mot?, 1.90 A, 1.18 A) whereas we obtained
(810.9 kJ mot?, 1.83 A%, 1.15 A). WM also used the same
interpolation with the same reactant- and product-limiting values

and plotted in Figure 7; note that in this limit there is dependence
only ono and not onfAE[] Column 3 provides an estimate
of the associated canonical rate coefficient (dendtg@"),
obtained by multiplyind. .\""¥) by the conversion factor (1.20)
proposed above.

The right-hand-most columns of Tables 11 and 12 provide a
comparison of our results for the canonically derived high-
pressure rate coefficient to the corresponding results of WM
and WW, respectively. Comparisons are made at those tem-
peratures in common with these earlier treatments. Note that
the WM and WW results are compared to our resultsofer
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TABLE 12: Comparison of Wardlaw —Wagner Treatment
to Current Work: k«(T) for the Reaction CH; + CH; —
C2H6 (a =0.7 Afl)a

Wardlaw-Wagner ::"’ )
K (W) ~ this work 2 34
temp K] ko, 12K, temp K] ky  Ke/ka®W k! .
296 5.78 6.94 300 720  1.04 -
407 5.35 6.42 400 709 110 5 2] .
577 4.78 5.74 600 614  1.07 5
810 3.76 4.51 800 516  1.14 S
2000 1.47 1.76 2000 199 113

a All rate coefficients are in units of 16 cm® molecule® s

1.0 At and 0.7 K%, respectively. At all temperatures -
considered, our predictions fl, exceed those of WM and WW 200 400 600 800 1000 1200 1400 1600 1800 2000 2200
by 4—14% with the average excess being ca. 10% on the-300 T/K

2000 K temperature range. This discrepancy is likely attribut- Figure 8. Comparison of the high-pressure limiting rate coefficient

able to the slightly different transitional mode potentialé; for the CCk recombination versus temperature=)(this work; @)

for this work versus/y™M for WM and WW. The observation  ref 2.

that our results overestimate the results of two related but ) . .

separate treatments at two different valuesidfy essentially ~ [ormed RRKM calculations showing that the reaction was at
the same factor is encouraging: it suggests that the threet® high-pressure limit under most of their experimental
treatments are internally consistent and that their numerical SOnditions. Only the highest value at 623 K exhibits a slight
implementation is free from systematic error. All three treat- falloff behavior. Their data are, therefore, ideal for a comparison

ments give a similar negative temperature dependence for thetcf the theoretical res'ults from this WOI’k,. and this is shown in
recombination rate coefficient of this reaction. Fl_gure 8. The expgrlmental _results are in excellent agreement
Troe's temperature-independent valueKoragrees with the vv_|th those from this theoretlcal study, the calculated data at
WW value at 300 K, a consequence of fitting to the high temperatures having the same temperature dependence as
experimental data at 300 K, where the high-pressure limit is the €xperimental data.
best defined. In the original version of SACM,was used as
a universal parameter to link both the conserved and transitional
modes in reactants and products. It thus implicitly contains  In this study CFTST was applied to the three recombination
information onVy. The present analysis demonstrates the great reactions (R1, R2, and R3) to determine the thermal rate
sensitivity ofk, to I' and, hence, td/y; it is unlikely that a coefficient at the high-pressure limit. It was shown that this
simple parametrization will capture the comparatively subtle approach, despite its approximations, yields satisfactory results,
temperature dependence lof for reaction R1. At the same  which are in good agreement with experimental data and other
time, it must be recognized that the form g§ used in the calculations. The relative ease of implementation and reduced
present analysis, while representative, has its limitations and computational effort, compared to the microcanonical FTST,
an analysis based on a more reliable ab initio potential is neededmakes CFTST ideal for reliable estimates of the magnitude and
(b) CF3 + CF3. For the Ck recombination reaction there  temperature dependence of high-pressure rate coefficients for
has been, to our knowledge, no report of a directly measured barrierless association/dissociation reactions and for the predic-
temperature dependence of the limiting high-pressure ratetion of trends in reaction rates within families of radical
coefficient. The high-pressure limiting rate coefficient near reactions.
room temperature has been measured by numerous giudps. The results of this study confirm the negative temperature
The results vary by more than an order of magnitudex(2  dependence of the rate coefficients for the reactions R1, R2,
10719—(4.5 x 1071Y) cm® moleculet s™). Hranisavljevic and and R3, which has already been observed in experimental
MichaeP” have assessed these results and concluded that ther@nvestigations. For reaction R1, it should be noted that this
is no consensus room-temperature value. These authors didexperimental temperature dependence relies on extrapolations
however, provide an ad hoc estimate of 4<510712 cm?3 based on the master equation and is, therefore, subject to more
molecule! s~ based on an average of six values selected from uncertainty than a direct measurement. Nevertheless, similar
refs 22-36. There exists only one high-temperature value of results have been obtained in analyses by Hessler5étaald
the Ck recombination rate coefficient & = 1300 K, which Stewart et al® This behavior can be attributed to the interaction
was obtained from a shock-wave experim&niThe reaction between the &V radial potential term and th& hindrance
is still in the falloff region, and extrapolation to the high-pressure function, which depends exclusively on the transitional mode
limit yields k., = 3.2 x 10" cm?® molecule® s™1. Owing to potential V.  Since the TS moves to shorter interfragment
the large variation of the room-temperature values and the separations (whend; is more repulsive), at higher temperatures
uncertainty in the one high-temperature value, it is difficult to T becomes smaller. Consequently, the rate coefficient decreases
compare the Cfrecombination reaction results from this study at higher temperatures. This effect becomes stronger for
to experimental data. reactants with larger substituents. The rate coefficient decreases
(c) CCl3 + CCl3s. The CCkrecombination reaction has been on going from CH to Ck; to CCk recombination reaction, while

V. Conclusions

studied experimentally by several groups using indirect
methods’®41 The first direct measurement was reported by
Danis et af who observed the time-resolved decay of €}

UV absorption. They determined the recombination rate

coefficients over a wide temperature range. They also per-

the negative temperature dependence becomes steeper.

The potential-energy surface for the transitional modes was
treated in an approximate manner by way of pairwise interac-
tions between nonbonding atoms and a Morse interaction
between the two bonding atoms, and the calculations were
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