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Canonical flexible transition state theory is applied to the recombination of CX3 radicals (X) H, F, Cl)
using a simple model for the potential-energy surface. The limiting high-pressure rate coefficient,k∞, is
calculated, using Monte Carlo integration with stratified sampling for the three reactions in the temperature
range from 300 to 2000 K.k∞ exhibits a negative temperature dependence, which becomes more pronounced
as the size of X increases. There is a good agreement between the present results and some of the available
experimental data. The factors that influence the negative temperature dependence ofk∞ and the relative
magnitude ofk∞ for the three reactions are investigated.

I. Introduction

In the last few decades radical recombination reactions, which
have no energy barrier along the reaction coordinate, have
increasingly become the subject of theoretical and experimental
studies. These reactions play an important role in combustion
and atmospheric processes. Experimental measurements suggest
that the temperature dependence of the limiting high-pressure
rate coefficient, k∞, can be negative for some reactions.
Examples include the recombination of CClnH3-n radicals, where
the negative temperature dependence becomes steeper asn
increases1,2 and the recombination oft-C4H9 radicals.3 The
analysis of simpler radicals, e.g., CH3 + CH3 and CH3 + H,
which are more amenable to theoretical analysis, is more
difficult because the reactions are in the falloff region so that
k∞ has to be determined by extrapolation and the comparatively
subtle effects of temperature are more difficult to characterize.
The temperature dependence ofk∞ is a matter of some
controversy (see Figure 2 in ref 4). Radical recombination
reactions, therefore, present an interesting challenge for theoreti-
cians, the aim being to obtain a model which is physically
transparent, is able to predict trends in the dependence of rate
coefficients on temperature, on potential energy surface (PES)
features, and on radical shape and size, and is also easy for the
kinetics practitioner to use.

An early approach at trying to calculate the rate coefficient
of associating radicals was the Gorin model,5,6 which treated
the system as a pair of fragments interacting via an isotropic
central potential, the Hamiltonian of the internal modes being
that of the isolated fragments. The dynamics of the interaction
were governed solely by the central potential and the structure
of the radicals was ignored. Benson6 recognized that this was
an oversimplification as there would be many encounters at short
distances whose configurations would be repulsive. He at-
tempted to correct for this by introducing the notion of a

spherical surface centered at the bonding atom (with radius equal
to the maximum collision parameter) divided into active and
inactive regions. Reaction occurs only when the active regions
of two such spheres touch each other. In this way, the structures
of the associating radicals are approximately accounted for.

The statistical adiabatic channel model (SACM) of Quack
and Troe,7 in both canonical and microcanonical versions,
provides a direct link to molecular and radical parameters
(frequencies, rotational constants) but, at least in its early forms,
accounted for their variation along the reaction coordinate
parametrically. The first detailed analysis of the effects of the
angular potential was provided by Wardlaw and Marcus8 in their
flexible transition state theory (FTST), a specific variant of
variational transition state theory (VTST).9 The model was
further developed by Aubanel and Wardlaw,10 Klippenstein and
Marcus,11 Klippenstein,12 and Smith.13 As in SACM, FTST
divides the internal modes of motion into two types:conserVed
modes, i.e., those modes that do not change very much between
reactants and products (typically vibrations), andtransitional
modes, which are large amplitude motions (modes which are
vibrations in the parent molecule but become free rotors in the
separated fragments). The advantage of FTST is that it
incorporates a realistic representation of the transitional mode
potential and accurately specifies the (classical) contribution of
the transitional modes to the transition state (TS) sum of states.
The disadvantage of including the full transitional mode potential
into FTST is complexity of implementation, intensive numerical
calculations, and reduced insight into the dependence of rate
coefficients on PES features.

Therefore, efforts were made to develop a version of the
original FTST which is easier to implement, involves less
computation, provides more physical insight, and yet retains
the essential features of FTST. In their investigation of the
errors introduced in evaluating transitional mode properties
classically rather than quantum mechanically, Klippenstein and
Marcus11 demonstrated that the integration over the conjugate
momenta in the phase space integral defining the TS partition
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function, which occurs in the expression for the canonical rate
coefficient, could be done analytically, thereby greatly simplify-
ing the overall integration procedure. Robertson et al. adopted
a similar approach in their formulation of the canonical rate
coefficient,14 however, they used a body-fixed axis system in
contrast to Klippenstein and Marcus who used a spaced-fixed
system. The advantages of the body-fixed system are that the
transitional potential is often defined in terms of internal
coordinates such as bond lengths and angles, and so a minimal
amount of transformation is required between coordinate
systems; it also proved possible to analytically integrate more
of the spatial coordinates than was previously possible. The
model developed, canonical flexible transition state theory
(CFTST), gives a simple expression for the high-pressure
limiting thermal rate coefficientk∞(T) when the reaction
coordinate is defined as the distance between the centers of mass
of the fragments. In this approach the contribution of the
transitional modes to the rate coefficient is evaluated classically.
The canonically derived rate coefficients are upper bounds to
those obtained from microcanonical calculations, a consequence
of the variational principle. Robertson et al.14 used the CH3 +
H f CH4 recombination reaction to illustrate the validity and
advantages of their version of the CFTST.

In this paper three related recombination reactions are
investigated using CFTST:

Reaction R1 is a benchmark. It was mainly chosen because of
the availability of extensive experimental and theoretical
data.15-21 It also enables comparison of the results from this
version of CFTST with the microcanonically and canonically
derived rate coefficients for this recombination reaction by
Wardlaw and Marcus.4 For the analogous halogenated systems
(R2 and R3) there is, despite their importance, a substantial un-
certainty in the experimentally determined rate coefficients,2,22-41

especially for reaction R2. The main aim of the paper is to
model the temperature dependence of the rate coefficients for
three recombination reactions which are anticipated to become
more sterically hindered as the reactants become bulkier.
Experimental data and FTST calculations for reaction R1 suggest
a weak negative temperature dependence for this type of
barrierless recombination reaction.

The structure of the paper is as follows: CFTST is reviewed
briefly in section II, the potential-energy surface features are
described in section III, and Results and Discussion are
presented in section IV. The paper ends with Conclusions in
section V.

II. Theory

II.1. Summary of CFTST. CFTST has been described
previously in detail by Robertson, Wagner, and Wardlaw,14 and
only a brief summary follows. The high-pressure limiting
canonical rate coefficient for association is given by

wherege is the ratio of electronic degeneracies for the transition
state (TS) and separated radicals,â ) 1/kT, σ/σ† is the ratio of

reactant and transition state symmetry factors,Qr(T) is the total
partition function for the reactants,Qts(R†,T) is the TS partition
function with the degree of freedom for the reaction coordinate
removed, andV(R) the potential energy along the reaction
coordinate. The locationR† ) R†(T) of the transition state is
that value of the reaction coordinate at whichk∞ is minimized
for a given temperature. The large amplitude transition state
motion is included inQts(R,T). The division of internal modes
into transitional and conserved modes allows the TS partition
function to be written

Qc, the partition function for the conserved modes, can be
calculated within the harmonic oscillator approximation using
standard harmonic oscillator partition functions. The depen-
dence of the harmonic frequencies on the reaction coordinate
is modeled by an exponential correlation between the separated
radicals and the product molecule using a single correlation
parameterR; details are provided in section III.2. The coupling
between the transitional modes and external rotation as well as
the inclusion of a realistic transitional-mode potential-energy
function, Vtr, dictate thatQtr, the partition function for the
transitional modes, be evaluated using the classical partition
function expression:

whereH is the classical Hamiltonian for the transitional modes,
n is the number of transitional/external rotation modes (exclud-
ing the reaction coordinate),q is the vector of the generalized
coordinates, andp is the vector of their conjugate momenta.H
can be written as the sum of a transitional mode kinetic energy
Ttr and potential energyVtr.

In specifyingTtr and Vtr, the fragments are assumed to be
rigid bodies whose geometry depends on the reaction coordinate
R but not on the five angles specifying the relative orientation
of the principal axes of the two fragments. TheR-dependence
of the size and shape of the fragments is modeled using the
same exponential correlation as that for the conserved mode
frequencies; details are provided in section III.3. When
separated from the full PES,Vtr can be expressed as a function
of only these orientation angles andR.

The integral over the conjugate momenta in eq 3 can be
performed analytically,42 with the result

where|A| is the determinant of the matrix whose coefficients
Aij appear in the expression forTtr:

where theq̆i’s are generalized velocities. Robertson et al.14

derived a specific expression for|A| whenR, the progress along
the reaction path, is the separation of the centers of mass of the

CH3 + CH3 f C2H6 (R1)

CF3 + CF3 f C2F6 (R2)

CCl3 + CCl3 f C2Cl6 (R3)

k∞(T) ) ge
1

âh
σ
σ†

Qts(R
†,T)

Qr(T)
e-âV(R†) (1)

Qts(R,T) ) Qc(R,T)Qtr(R,T) (2)

Qtr ) 1

hn∫‚‚‚∫e-âH dp dq (3)

Qtr ) (2π
âh2)n/2 ∫‚‚‚∫|A|n/2e-âVtr dq (4)

Ttr ) ∑
i,j)1

n

Aijq̆iq̆j (5)
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two fragments. Using this expression for|A|, they showed that
the rate coefficient is given by

whereQtrans ) (2πµkT)3/2/h3 is the reduced mass translational
partition function,Qvib,i andQfr,i (i ) 1, 2) are the vibrational
and rotational partition functions of the fragments,Q†

pd )
8π2µ(R†)2kT/h2 is a pseudo diatomic partition function for
the relative orbital motion of fragments at the TS, andQ†

c,
Q†

fr,i are the vibrational and rotational partition functions for
the fragments at the TS. The configuration integral,Γ, is
given by

where the anglesθ1, θ2, φ1, φ2, andø fully describe the relative
orientation of the two (rigid) fragments. The angles are defined
as follows: θ1 andθ2 are the angles between theC3 axes and
the vector between the centers of mass of the two fragments,
φ1 andφ2 describe the rotation of the fragments about theC3

axes, andø is the dihedral angle of theC3 axes. For a more
detailed description of these angles, see also Figure 1 in ref 14.
The form of the rate coefficient expression in eq 6 is especially
appealing since the last three factors contain all the vibrational,
shape (via moments of inertia), and transitional mode potential
information, respectively.Vtr, which appears in the hindering
functionΓ, can be calculated from either a full ab initio potential
or from a simple model. The transitional mode potential used
in this work is described in detail in section III. It should be
emphasized that the separation of the transitional mode partition
function into various factors (Qpd, Qfr,i, and Γ) derived by
Robertson et al.14 is exact within the classical framework and
follows directly from the Aston and Eidinoff theorem42sno
assumptions concerning the moments of inertia to be used in
Qpd or as to the nature of the top (e.g., near symmetric) are
required. The model accounts for the change in transitional
modes from vibrational through hindered rotor to free rotor
seamlessly, incorporating the effects of anharmonicity in the
transitional potential and the potential coupling between tran-
sitional modes. Also, no assumptions about theR dependence
of the transitional mode partition function between the limits
of reactants and products is assumed, a feature of many other
treatments. (Note, in the section on the transitional potential
below, analytic forms for certain features of transitional potential
are assumed and the corresponding parameters are presented.
This should not be confused with the common practice of
assuming a functional form for theRdependence of the partition
function and is indicative of the approximate nature of the
potential used, not of the present treatment. The same approach
could be used if a more accurate transitional mode potential
was available.)

II.2. Monte Carlo Estimation of the Configuration In-
tegral. The hindering functionΓ consists of integrals over the
relative orientation of the fragments and was evaluated using a
Monte Carlo (MC) algorithm. Monte Carlo techniques are
discussed extensively elsewhere,43 and so only a brief discussion
will be given here. In the simple Monte Carlo integration of a

function f over a volumeV, random points are sampled
uniformly from V, the integral being estimated as

where

and

and the last term of eq 8 represents the 1σ confidence interval.
In the present case,f ) Γ × (25π3). For the current systems,
this method is very computer intensive, since many regions of
the volume contribute little to the integral and so many MC
points are needed to keep the variance low. This situation is
exacerbated for bulkier substituents because a smaller fraction
of phase space contributes to the integral.

The use of stratified sampling43 can increase the efficiency
of the Monte Carlo method. The volume is divided into
different subvolumes, and MC points are sampled uniformly
across these subvolumes. As the sampling progresses, the
contribution of each subvolume to the overall integral is
determined. Certain subvolumes contribute more than others
to the integral, and the relative number of sample points drawn
in each subvolume is adjusted to reflect this, i.e., those
subvolumes that make a greater contribution are sampled more
frequently.

Care must be taken on dividing the integration domain. For
example, division along each coordinate axis in the present case
into, for example, 10 strata would produce 105, subvolumes
which would be expensive to sample (the typical number of
MC points used is of the order 105 and so this would mean
only one MC point would be drawn for each subvolume). In
practice, the anglesθ1 andθ2 turned out to be the most important
in determining the configuration integral, and only these angles
were stratified. In the presented calculations the range of each
angle was divided into 10, producing 102 subvolumes.

For the sampling ofn subvolumes with different numbers of
points, an estimate of the variance of the integral,σ2, is
approximately given by

whereVar(〈 f 〉i) is the variance estimate off for the subvolume
i.

The total number of MC points used in these calculations
was 105. As expected, volume elements with small values of
θ1 andθ2, i.e., configurations closest to the reaction coordinate,
made the biggest contribution to the configuration integral. Error
estimates for the integral were taken to be 2σ. Using stratified
sampling, the error estimates were reduced by about 60-80%
compared to uniform sampling with the same number of MC
points.

III. Dependence of Molecular Properties onR

In this section four potential-energy features are discussed:
the reaction coordinate potential, conserved mode vibrational
frequencies, the fragment geometry, and the transitional mode
potential.

k∞(T) ) ge
1

âh
σ
σ†

e-âV†

Qtrans(T)( Qc
†(T)

Qvib,1(T)Qvib,2(T))
(Qpd

† (T)Qfr,1
† (T)Qfr,2

† (T)

Qfr,1(T)Qfr,2(T) )Γ†(T) (6)

Γ(R,T) ≡ (25π3)-1∫0

π
dθ1 sin θ1 ∫0

π
dθ2 sin θ2

∫0

2π
dφ1 ∫0

2π
dφ2 ∫0

2π
dø e-âVtr (7)

∫V
f dV ≈ V〈 f 〉(Vx〈 f 2 〉 - 〈 f 〉2

N
(8)

〈 f 〉 ≡ 1

N
∑
i)1

N

fi

〈 f 2 〉 ≡ 1

N
∑
i)1

N

fi
2 (9)

σ2 ≈ V( 1

n2
∑
i)1

n

Var (〈 f 〉i)) (10)
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III.1. Reaction Coordinate Potential. The rate coefficient
k∞(T) for the recombination reactions presented here was
calculated using eq 6. The reaction coordinate was assumed
to be the distance between the centers of mass of the reactants,
and the reaction coordinate potential energy was modeled by a
Morse function:

The parameters for the Morse function were obtained from
thermochemical and spectroscopic data, in particular, the
parameterâM was obtained from the frequency of the C-C
stretching mode of the adduct. Some difficulty was experienced
with reaction R3salthoughν1 (974 cm-1) is assigned as the
C-C stretch in ref 44, when used to calculate the Morse
parameter,âM, a value of 5.8 Å-1 was obtained. When this
value is used an exceptionally steep potential-energy surface
in the transition state region is obtained, and as a consequence
this leads to unrealistic rate coefficients. However, this
vibrational mode is dominated by motion of the C atoms, and
motion of the heavier Cl atoms is very restricted. The reaction
coordinate corresponds more closely to theν2 (432 cm-1) mode,
which is also of A1g symmetry and involves the relative motion
of the CCl3 fragments. This frequency yields a value forâM

of 2.6 Å-1, which is more realistic and was used throughout
the rate coefficient calculations.

The TS locationR† for each temperature was found by
minimizing k∞ with respect toR on a 0.10 Å grid ofR values.
The range ofR values varied slightly depending on the
kinetically important region for each system: for reaction R1,
R ) 2.2-7.0 Å; for reaction R2,R ) 2.4-7.0 Å; and for
reaction R3,R ) 2.9-7.0 Å.

III.2. Vibrational Frequencies. To calculate the ratio of
the vibrational partition functions,Q†

c/Qvib,react, in eq 6, the
conserved mode frequencies, which change somewhat along the
reaction coordinate, were obtained by interpolating between
reactant and product values:

whereRe is the reaction coordinate value in the product molecule
and R is an interpolation parameter. The parameterR was
assigned the more-or-less standard value of 1.0 Å-1 for all three
systems; the effect of varyingR was explored only for CH3
recombination (R1). νi

r values are the reactant frequencies
which correspond to the normal-mode frequencies in an isolated
radical. νi

p values are the frequencies of the corresponding
product molecule which correlate toνi

r. νi
p values were

obtained by averaging two nearly degenerate normal-mode
frequencies of the molecule with the same symmetry (either A
or E) and the same type of vibration (either stretch or defor-
mation), see Tables 1-3. The resulting four product frequencies
νi

p were then correlated to the four reactant frequencies with
the same symmetry and vibration type. Although the main
contribution to the vibrational factor comes from the umbrella
motion alone, the correlation of the frequencies along the
reaction coordinate was done for all conserved modes, which
are listed for the three different recombination reactions in
Tables 1-3. The remaining frequencies of the product molecule
are the transitional modes and are listed for the three cases in
Tables 1-3.

III.3. Fragment Geometry. The change in structure of the
fragments as they approach each other, the length of the C-X

bondrcx, and the X-C-X bond angleRxcx, was estimated ateach
point of the reaction coordinateR by an interpolation:

whereR ) 1.0 Å-1. The change in shape as the fragments
approach each other affects the ratioQfr

†/Qfr, however, this factor
remains close to unity along the reaction coordinate for all the
reactions investigated.

III.4. Transitional Mode Potential. The transitional mode
potential, Vtr, was calculated using the approximate model
described by Wardlaw and Marcus.4 This model describes the
transitional potential as a sum of nonbonding,VNB, and bonding,

V(R) ) D0[1 - exp(-âM(R - R0))]
2 (11)

νi(R) ) νi
r + (νi

p - νi
r) exp(-R(R - Re)) (12)

TABLE 1: Correlation of Conserved Modesa for the CH3 +
CH3 f C2H6 Reaction (cm-1) and Transitional Modesa of
C2H6 (cm-1)

a. Correlation of Conserved Modes

C2H6 CH3

mode sym νi νi
p mode sym νi

r

ν1 A1g 2954 2925.0 ν1 A1′ 3044
ν5 A2u 2896
ν2 A1g 1388 1383.5 ν2 A2′′ 606.5b

ν6 A2u 1379
ν7 Eu 2985 2977.0 ν3 E′ 3162
ν10 Eg 2969
ν8 Eu 1472 1470.5 ν4 E′ 1396
ν11 Eg 1469

b. Transitional Modes

mode sym ν description

ν3 A1g 995 C-C stretch
ν4 A1u 289 torsion
ν9 Eu 821 CH3 rock
ν12 Eg 1206 CH3 rock

a Reference 8.b Reference 45. Calculations were also performed
with an umbrella mode of 580 cm-1 to compare to the Wardlaw-
Marcus calculations (ref 4), but no significant difference was ob-
served.

TABLE 2: Correlation of Conserved Modes for the CF3 +
CF3 f C2F6 Reaction (cm-1) and Transitional Modes of
C2F6

a (cm-1)

a. Correlation of Conserved Modes

C2F6
a CF3

mode sym νi νi
p mode sym νi

r

ν1 A1g 1417 1266.5 ν1 A1 1088.6b

ν5 A2u 1116
ν3 A1g 348 531 ν2 A1 701c

ν6 A2u 714
ν7 Eu 1250 1250 ν3 E 1260.2d

ν10 Eg 1250
ν8 Eg 620 571 ν4 E 580e

ν11 Eu 522

b. Transitional Modes

mode sym ν description

ν2 A1g 807 C-C stretch
ν4 A1u 68 torsion
ν9 Eg 372 CF3 rock
ν12 Eu 219 CF3 rock

a Reference 46.b Reference 47.c Reference 48.d Reference 49.
e Reference 50.

Rcx(R) ) rcx,e
r + [rcx,e

p - rcx,e
r] exp[-R(R - Re)]

Rxcx(R) ) Rxcx,e
r + [Rxcx,e

p - Rxcx,e
r] exp[-R(R - Re)]

(13)
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VB, interactions:

All the parameters needed to determineVtr for all three cases
are listed in Table 4.

A Lennard-Jones potential,VLJ, was used to describe the
interactions between all nonbonded C-X and X-X pairs; the

C-C interactions were excluded, and Coulomb interactions were
disregarded.63 VLJ is given byVLJ ) ε[(r0/r)12 - 2(r0/r)6]. The
equation for the nonbonded potentialVNB is as follows:

wherei is an index over the atoms on the first CX3 fragment,
j is an index over atoms on the second fragment, andrij are the
distances between the nonbonded atoms. The exclusion of the
C-C nonbonded interaction was effected by setting theε

parameter to zero for this interaction. The Lennard-Jones
parameters were taken from the DREIDING potential.53

The potential for the C-C bond,VB, was represented by a
Morse function modified by an orientational factor to account
for bonding orbital overlap:

whereVM
ef is an effective potential given by

Note thatVM
ef is a function ofrcc (the distance between the

carbon atoms) and not the reaction coordinate. The anglesτ1

and τ2 are betweenrcc and the C3 axes of the respective
fragments. The anglesτ1 andτ2 are determined by the vector
definition of the cosine:

wherer cc is the vector between the carbon atoms andui is a
vector along theC3 axis of the ith fragment. τ1 and τ2 are
functions ofθ1, θ2, andø. (It should be noted thatτ1 andτ2

are not the same asθ1 andθ2 sincer cc and the vector joining
the centers of mass of the fragments are, in general, not the
same.)

The effective Morse parameters in eq 17 are introduced so
that the complete transitional mode potentialVtr (eq 14), when
evaluated at the “local” equilibrium configuration (θ1 ) θ2 )
φ1 ) ø ) 0° andφ2 ) 60°, i.e., staggered arrangement with the
nonplanar fragments splayed away from each other as in ethane)
yields the desired Morse reaction coordinate potential (eq 11).
These three parameters were obtained by least-squares fitting
using a Marquardt algorithm.64

For the recombination reaction R1, the root-mean-square
deviation ofVtr from V(R) in the rcc-interval 2.2-7.0 Å, where
the transition states occur for the temperatures considered, was
only 0.17 kJ mol-1. For the other two recombination reactions,
the deviation ofVtr from V(R) was larger. The interval used
for the 2CF3 f C2F6 recombination was 2.4-7.0 Å and for the
2CCl3 f C2Cl6 recombination 2.9-7.0 Å, and the deviations
were 2.55 and 2.59 kJ mol-1, respectively.

The simplified model forVtr has limitations, the biggest
practical problem being the determination of the effective Morse
parameters in eq 17, which are obtained by fitting the sum (VNB

+ VB) to a known C-C Morse function. Since the biggest
deviations from the fitted function occur at shorter separation
distances, where the nonbonding interactions are large, the
effective Morse parameters depend strongly on the interval of
the fit. This problem is accentuated for the CF3‚‚‚CF3 (R2)
and CCl3‚‚‚CCl3 (R3) systems because of the stronger non-
bonded interactions arising when halogens are substituted for
hydrogen. (TheεC-X (X ) F, Cl) Lennard-Jones parameter

TABLE 3: Correlation of Conserved Modes for the CCl3 +
CCl3 f C2Cl6 Reaction (cm-1) and Transitional Modes of
C2Cl6a (cm-1)

a. Correlation of Conserved Modes

C2Cl6a CCl3

mode sym νi νi
p mode sym νi

r

ν1 A1g 974 827.5 ν1 A1 674b

ν5 A2u 681
ν3 A1g 288 330.5 ν2 A1 338c

ν6 A2u 373
ν7 Eg 854 817.0 ν3 E 898b

ν10 Eu 780
ν8 Eg 341 308.5 ν4 E 272c

ν11 Eu 276

b. Transitional Modes

mode sym ν description

ν2 A1g 432 C-C stretch
ν4 A1u 77 torsion
ν9 Eg 223 CCl3 rock
ν12 Eu 167 CCl3 rock

a Reference 44.b Reference 51.c Reference 52.

TABLE 4: Potential-Energy Parameters for the CX3···CX3
System (r ) 1.0 Å-1)

parameter X) H ref X ) F ref X ) Cl ref

C2X6

rCX,e [Å] 1.111 4 1.326 54 1.769 61
rCC,e[Å] 1.533 4 1.545 54 1.56 61
RCCX,e [deg] 110.0 61
RXCX,e [deg] 107.3 4 109.5 54 108.9 g
D0,CC[kJ mol-1] 366.5 4 406.5 c 286.3 c
DCC [kJ mol-1] 404.2 4 418.4 d 294.7 d
Re [Å] 1.696 4 2.274 e 2.645 e
âCC [Å -1] 1.80 4 3.15 f 2.57 f
DCC

ef [kJ mol-1] 810.9 a 806.3 a 390.3 a
âCC

ef [Å -1] 1.82 a 3.94 a 4.73 a
rCC

ef [Å] 1.15 a 1.52 a 1.88 a
νCC [cm-1] 995 8 807 46 432 44

CX3

rCX,e [Å] 1.079 4 1.318 60 1.714 62
RXCX,e [deg] 120 4 110.7 60 117.4 62

CX3‚‚‚CX3

εX-X [kJ mol-1] 0.042 53 1.276 53 1.276 53
εC-C [kJ mol-1] 0.397 53 0.397 53 0.397 53
εC-X [kJ mol-1] 0.130 b 0.711 b 0.711 b
rX-X,0 [Å] 3.37 53 3.285 53 3.915 53
rC-C,0[Å] 3.88 53 3.880 53 3.880 53
rC-X,0 [Å] 3.62 b 3.582 b 3.897 b

a Obtained from a nonlinear least-squares fitting as described in the
text. The effective Morse parameters forR ) 0.7 Å-1 in the CH3‚‚‚CH3

system are the same as those forR ) 1.0 Å-1 except forDCC
ef ) 795.0

kJ mol-1. b εC-X ) (εX-X εC-C)1/2; rC-X,0 ) 1/2(rX-X,0 + rC-C,0). c D0,CC

calculated from∆Hf° of C2X6 and CX3. ∆Hf
298 of C2X6 obtained from

ref 55. ∆Hf
298 of CH3 and CF3 obtained from ref 56.∆Hf

298 of CCl3
obtained from ref 57.∆Hf

298 converted to∆Hf
0 with H° - H298 from

refs 58 and 59.d Dcc ) D0,CC + Ezr - Ezp where Ezr and Ezp are
determined by the normal-mode frequencies of C2X6 and CX3.
e Determined from the equilibrium geometry and the atomic masses of
C2X6. f âCC ) (µ/2DCC)1/22πcνCC. g Calculated fromrCCl,e and RCCCl,e

of C2Cl6.

Vtr ) VNB + VB (14)

VNB ) ∑
i,j)1

4

VLJ(rij) (15)

VB ) VM
ef(rcc) cos2 τ1 cos2 τ2 (16)

VM
ef ) Dcc

ef{1 - exp[-âcc
ef(rcc - rcc,e

ef)]}2 - Dcc
ef (17)

cosτi )
ui‚r cc

|ui||r cc|
(18)
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is ∼6εC-H, and εX-X is ∼30εH-H.) As the effective Morse
parameters directly influence the transitional mode potential and,
hence, the rate coefficient, it is vital to have a consistent method
of determining them in order to make reliable predictions for
the temperature dependence and a meaningful comparison
between the different reaction systems. The interval we
eventually chose for the fit included all values ofR, which
were necessary to find the TS for all temperatures (i.e.,T )
300-2000 K), but did not include the very short separation
distances, where the deviations had the highest values. Thus,
the interval for reaction R1 wasR ) 2.2-7.0 Å, for reac-
tion R2 R ) 2.4-7.0 Å, and for reaction R3R ) 2.9-7.0 Å.
Some difficulty was experienced in fitting the potential for
reaction R3, since there are multiple minima in theø2 surface,
depending on the initial values ofDCC

ef, âCC
ef, andrCC

ef in the
nonlinear least-squares fit. However, the rate coefficients are
relatively insensitive to the particular set of minimum parameters
used.

IV. Results and Discussion

IV.1. Temperature Dependence.The calculated values of
the high-pressure limiting rate coefficients,k∞(T), for the
reactions R1, R2, and R3 and the corresponding locations of
R† are listed in Tables 5-8. In most cases the interpolation
parameterR (eq 12) was chosen to be 1.0 Å-1. For comparison
with the calculations of Wagner and Wardlaw,19 the rate
coefficientk∞(T) for reaction R1 was also calculated withR )
0.7 Å-1 (Table 6).

All three reaction systems exhibit a negative temperature
dependence. On going from CH3 to CF3 to CCl3 recombination,
i.e., as the substituents become increasingly bulky, the rate

coefficient at a given temperature decreases and the negative
temperature dependence becomes stronger. The increasing
steepness in the negative temperature dependence is illustrated
in Figure 1, which shows the rate coefficients,k∞, relative to
the 300 K value for the three different systems, as a function
of temperature. ChangingR ) 1.0 Å-1 to R ) 0.7 Å-1 in
reaction R1, decreases the rate coefficient by∼20% across the
studied temperature range but does not have an effect on the
temperature dependence (Tables 5 and 6).

It is of interest to investigate the factors that affect the rate
coefficient and its dependence on temperature. The rate
coefficient is given by eq 6 and can also be written in the form:

There are five factors that depend onRand, therefore, potentially
contribute to the location of the TS and to the dependence of
k∞ on temperature. The changes in the contributing factors for
reaction R1 at 2000 K are shown in a logarithmic plot in Figure
2 as a function of the reaction coordinate. These factors (already
explained in more detail in section II) areΓ, the hindering
function in the form of the configuration integral; e-âV, where
V is the potential along the reaction coordinate;Qpd, the
pseudodiatomic partition function for the orbiting motion of the
two fragments;Ωvib, the quotient of the vibrational partition
functions, andΩrot, the quotient of the free rotor partition
functions. Ωrot is almost constant and close to unity along the
reaction coordinate and, therefore, does not have a significant
effect on the location of the TS or the magnitude or temperature
dependence ofk∞. Qpd is proportional toR2, and Ωvib also
increases withR. The most dramatic changes are found for
the hindering functionΓ, which increases, and the term e-âV,
which decreases asR increases. It is, therefore, primarily the
interaction between the factorsΓ and e-âV that most influences

TABLE 5: Rate Coefficients k∞(T) for the Reaction CH3 +
CH3 f C2H6 (r ) 1.0 Å-1)

temp [K] R† [Å]
k∞ [10-11 cm3

molecule-1 s-1]

300 4.26 8.93( 0.02
400 4.06 8.68( 0.02
500 3.87 8.14( 0.02
600 3.67 7.55( 0.03
800 3.47 6.39( 0.02

1000 3.37 5.31( 0.02
2000 2.89 2.47( 0.01

TABLE 6: Rate Coefficients k∞(T) for the Reaction CH3 +
CH3 f C2H6 (r ) 0.7 Å-1)

temp [K] R† [Å]
k∞ [10-11 cm3

molecule-1 s-1]

300 4.26 7.20( 0.01
400 3.96 7.09( 0.02
500 3.87 6.64( 0.02
600 3.67 6.14( 0.02
800 3.57 5.16( 0.02

1000 3.38 4.27( 0.02
2000 2.98 1.99( 0.01

TABLE 7: Rate Coefficients k∞(T) for the Reaction CF3 +
CF3 f C2F6 (r ) 1.0 Å-1)

temp [K] R† [Å]
k∞ [10-12 cm3

molecule-1 s-1]

300 3.62 13.42( 0.14
400 3.53 9.31( 0.09
500 3.43 7.37( 0.07
600 3.43 6.15( 0.06
800 3.34 4.63( 0.04

1000 3.24 3.68( 0.03
2000 3.06 2.00( 0.02

TABLE 8: Rate Coefficients k∞(T) for the Reaction CCl3 +
CCl3 f C2Cl6 (r ) 1.0 Å-1)

temp [K] R† [Å]
k∞ [10-12 cm3

molecule-1 s-1]

300 3.99 4.17( 0.06
400 3.82 3.00( 0.04
500 3.65 2.33( 0.03
600 3.57 1.84( 0.02
800 3.49 1.18( 0.01

1000 3.40 0.855( 0.008
2000 3.23 0.308( 0.003

Figure 1. Temperature dependence of the rate coefficients for the
reactions CH3 + CH3 (s), CF3 + CF3 (- - -), and CCl3 + CCl3 (‚‚‚‚‚).

k∞(T) ) ge
1

âh
σ
σ†

1
Qtrans

e-âV†
QpdΩvibΩrotΓ (19)

Canonical Flexible Transition State Theory J. Phys. Chem. A, Vol. 102, No. 44, 19988531



the location of the TS and hence the rate coefficient. The
productΓe-âV is also included in Figure 2; the minimum of
this curve is the approximate location of the TS at 2000 K.

Equation 19 can be rewritten:

whereR† is the location of the TS at a given temperature. This
form emphasizes the connection between the TS and collision
theories and also allows further exploration of the importance
of the product e-âVΓ. Consider the ratio,P, of the rate
coefficients for the reactions R2 and R3 versus that for R1, i.e.,
P ) k∞(X)/k∞(H), where X and H represent the substituents on
the reacting fragments and X is either F or Cl

whereCX andCH represent the symmetry number ratios. The
radicals CF3 and CCl3 are nonplanar in the TS and as separated
reactants and were each assigned a symmetry number of 3 for
both TS and reactants. As a consequence,CX for X ) F or Cl
is always unity. The case of CH3 is somewhat more complex:
the separated fragments are planar and have a symmetry number
of 6 each or 36 for the reactant pair. The methyl fragments are
assumed planar at the TS, and hence, the overall symmetry for
the TS is 2× 36 ) 72. The extra factor of 2 arises from
molecular symmetry considerations65 for planar fragments, as
each distinct relative orientation of the fragments at the TS can
be obtained from two sets of the orientation anglesθ1, θ2, φ1,
φ2, and ø. Thus, CH ) 36/72 ) 1/2. Table 9 lists the
component factors of P for X) F and Cl and temperatures of

300 and 2000 K. This table shows that the ratio of the factors
e-âVΓ is primarily responsible for the decrease in rate coefficient
with the size of X, although the mass term is also significant.
Another useful comparison, based on eq 20, is to consider the
ratio, Z, of the rate coefficients for the same reaction at two
different temperatures, e.g.,Z ) k∞(300 K)/k∞(2000 K):

The components ofZ for the three reactions are listed in Table
10. It is clear that the product e-âVΓ is the dominant factor in
determining the temperature dependence for both the CF3 and
CCl3 recombination reactions. For the CH3 recombination, the
effect of the product e-âVΓ is less pronounced and the other
factors, in particularR2 andΩvib, are significant.

The interplay between the factorsΓ and e-âV for all three
reaction systems, at both 300 and 2000 K, is shown in Figure
3. Except for reaction R1 at 300 K, all the curves exhibit a
minimum, emphasizing the role ofΓ and e-âV in determining
the position of the TS and, hence, the magnitude ofk∞ and its
temperature dependence. For reaction R1 at 300 K, a minimum
is obtained if the other factors, i.e.,R2 andΩvib, are included
(see above), however, as the temperature increases, a minimum
is obtained without the extra factors. The minima of the curves
show the approximate location of the TS at the corresponding
temperature. The minima at 2000 K are clearly at a shorterR
compared to those at 300 K. This is in accordance with the TS
getting tighter with higher temperatures, an effect which has
been observed previously, e.g., by Rai and Truhlar.9 Also, for
a specific reaction, the 2000 K curve has a lower minimum
than the equivalent curve at 300 K, as shown earlier in Table
10, and this effect is the primary cause of the decrease in the
rate coefficient with temperature.

It is worth investigating the factorΓ more closely. The
hindering functionΓ is given by eq 7 and depends exclusively

R / AR / A

Figure 2. Logarithmic plot of the contributing factors to the rate
coefficient as a function of the distanceR for the reaction CH3 + CH3

at 2000 K: (s) Γ; (- - -) e-âV; (‚‚‚‚‚) Qpd; (-‚-‚-) Ωvib; (-‚‚-‚‚)Ωrot; (b)
Γe-âV.

TABLE 9: Components of the Ratio P ) k∞(X)/k∞(H) for
the Reactions CX3 + CX3 f C2X6

X
(R†

X/
R†

H)2
(µH/

µX)1/2
(e-âVΓ)X/
(e-âVΓ)H

Ωvib,X/
Ωvib,H

Ωrot,X/
Ωrot,H P

300 K
F 0.72 0.47 0.22 1.04 0.98 0.152
Cl 0.88 0.36 0.069 1.10 0.97 0.047

2000 K
F 1.12 0.47 0.048 1.65 0.96 0.080
Cl 1.25 0.36 0.010 1.46 0.95 0.012

k∞(T) ) ge
σ
σ†

π(R†)2(8kT
πµ )1/2

ΩvibΩrote
-âV†

Γ (20)

P ) (CX

CH)(RX
†

RH
†)2(µH

µX)1/2((e-âVΓ)X

(e-âVΓ)H
)(Ωvib,X

Ωvib,H)(Ωrot,X

ΩH ) (21)

R / AR / A

Figure 3. Product of the contributing factors e-âV and Γ in a
logarithmic plot: (9) CH3 + CH3 at 300 K; (s) CH3 + CH3 at 2000
K; (b) CF3 + CF3 at 300 K; (- - -) CF3 + CF3 at 2000 K; (2) CCl3 +
CCl3 at 300 K; (‚‚‚‚‚) CCl3 + CCl3 at 2000 K.

TABLE 10: Components of the Ratio Z ) k∞(300)/k∞(2000)
for the Reaction CX3 + CX3 f C2X6

X
(R†

300/
R†

2000)2
(e-âVΓ)300/
(e-âVΓ)2000

Ωvib,300/
Ωvib,2000

Ωrot,300/
Ωrot,2000 Z

H 2.17 2.83 1.54 0.98 3.59
F 1.40 12.6 0.97 1.00 6.63
Cl 1.53 19.9 1.15 1.01 13.7

Z ) ( 300
2000)1/2( R300

†

R2000
†)2( (e-âVΓ)300

(e-âVΓ)2000
)( Ωvib,300

Ωvib,2000)( Ωrot,300

Ωrot,2000)
(22)
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on Vtr, which is described in detail in section III. In Figure 4,
Vtr is plotted versus the polar angleθ for the three different
recombination reactions at the locations of the TS corresponding
to 1000 and 2000 K. The dihedral angleø and the axial angles
φ1,2 are fixed toø ) φ1 ) 0° andφ2 ) 60°. The polar angleθ
is varied from 0° to 180°. θ1 andθ2 for the two fragments are
varied simultaneously by the same factor. They are defined
such that at the 0° value the fragments are splayed away from
each other and whileθi is varied they rotate in opposite
directions so that they are mirror images of each other andθ1

andθ2 have the same value. The distanceR between the two
fragments is kept constant and is the location of the canonical
FTST transition state at the corresponding temperature. As
expected for all three systems, theVtr have maxima close toθ
) 90°, which corresponds to the situation where the C3 axes of
the fragments are parallel and perpendicular to the vector
between the centers of masssthis orientation has an increased
repulsive nonbonded interaction and minimum bonding orbital
overlap. Comparing the three different systems the peak ofVtr

gets higher and broader in the series CH3 to CF3 to CCl3
recombination: the increasingly repulsiveVtr is a consequence
of the larger substituents on the reacting fragments. At 1000
K, where the locations of the transition states are at largerR,
compared to those at 2000 K, the repulsion and, therefore,Vtr

are smaller.
Figure 5 showsVtr as a function of the polar anglesθ1 and

θ2 in a contour plot for reaction R1 atR ) 2.9 Å, which is the
location of the TS atT ) 2000 K. The conditions are as in
Figure 4, which is a diagonal cross-cut of the contour plot.
Although Figure 5 seems to be symmetric, it is not quite so
becauseVtr does not peak exactly atθ ) 90° but at aboutθ )
100°, the CH3 radicals are not planar but have a splayed structure
which depends onR. In Figure 6,Vtr is displayed as a function
of the polar angleθ2 and the axial angleφ2 for reaction R1 at
R)2.9 Å. While one fragment is fixed (θ1 ) φ1 ) ø ) 0), the
other fragment rotates aboutθ2 from 0° to 180° and aboutφ2

from 0° to 120°. The potential exhibits a maximum at
approximatelyθ2 ) 100° andφ2 ) 30° and a saddle point atθ2

) 100° and φ2 ) 90°. Comparison with Figure 2 in ref 14
shows that this part of the potential energy surface is qualita-
tively similar to that for the reaction CH3 + H f CH4 apart
from a shift of 30° in φ2.

For the other two reaction systems, R2 and R3, similar
contour plots were made forVtr. While the shape of the contours
was comparable to that for reaction R1, the height of the
maximum for Vtr was increased substantially the larger the
substituents on the carbon atoms became. These plots show
that Vtr gets more repulsive for bulkier fragment substituents,
reducing the e-âVtr term in the hindering functionΓ and the rate
coefficient. This effect becomes more dramatic at higher
temperatures where the location of the TS is at shorterR.

IV.2. Comparison with Experimental and Other Theo-
retical Studies. (a) CH3 + CH3. The recombination of CH3
radicals has been the subject of numerous experimental and
theoretical studies.15-21 The results of the present investigation
of the high-pressure limiting rate coefficient,k∞, as a function
of temperature are compared with some of these studies in
Figure 7. There are six curves in Figure 7: canonically derived

Figure 4. Transitional mode potentialVtr as a function of the polar
angleθ at the location of the TS corresponding to 1000 and 2000 K:
(s) CH3 + CH3 at 1000 K; (9) CH3 + CH3 at 2000 K; (- - -) CF3 +
CF3 at 1000 K; (b) CF3 + CF3 at 2000 K; (‚‚‚‚‚) CCl3 + CCl3 at 1000
K; (2) CCl3 + CCl3 at 2000 K.

Figure 5. Contour plot ofVtr at R ) 2.9 Å as a function ofθ1 andθ2

for the reaction CH3 + CH3. Contours are every 8500 cm-1 starting
from 0.

Figure 6. Contour plot ofVtr at R ) 2.9 Å as a function ofθ2 andφ2

for the reaction CH3 + CH3. Contours are every 5500 cm-1 starting
from 0.
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values by Wardlaw and Marcus forR ) 1.0 Å-1;4 microca-
nonically derived values by Wardlaw and Wagner forR ) 0.7
Å-1 obtained from fits to experimental data;19 fits to experi-
mental data by Troe66 based on the constant value fork∞
suggested by the SACM;21 fits to experimental data by Rob-
ertson et al.;67 canonically derived values from this work forR
) 1.0 Å-1 and 0.7 Å-1. A smaller value ofR leads to a decrease
in the rate coefficient but does not affect the temperature
dependence.

The fit to experimentalk(p,T) obtained by Robertson et al.67

used a master equation/inverse Laplace transform method, which
has the advantage that details of the PES are not required. The
experimental data were taken from refs 15-18 and 68. Similar
analyses of the available experimental data also require negative
temperature dependencies ink∞

69,70 Figure 7 shows that the
experimentally derived values, obtained by extrapolation of the
fit in ref 67 to high pressure, lie below the results from this
work and from the other theoretical studies.

The original application of FTST to this system was by
Wardlaw and Marcus (WM),4 who calculated rate coefficients
in two ways: in the first, microcanonically derived rate
coefficients (denotedk∞,µ

(WM)) were obtained by minimizing the
microcanonical rate coefficients with respect to the reaction
coordinate and then forming the standard average. In the
second, canonically derived rate coefficients (denotedk∞

(WM))
were obtained by averaging the microcanonical rate coefficients
first and then minimizing this average with respect to the
reaction coordinate. A temperature range of 300-2000 K and
values of the interpolation parameterR of 0.8 and 1.0 Å-1 were
used in these calculations. The canonically derived results are
larger than, and an upper bound to, the “true” microcanonically
derived rate coefficients, because at the microcanonical level
the location of the TS is a function of energy, while at the
canonical level the same TS location is used for all energies at
a given temperature. The WM results forR ) 1.0 Å-1 are listed
in the second and third columns of Table 11. WM used a
transitional mode potential (Vtr

(WM)) identical to that described
in section III and in Table 4 with the exception of the effective
Morse parameters (DCC

ef, âCC
ef, rCC

ef). Their values differ
slightly from those obtained in this work due to the different
fitting ranges: 1.75-6.78 Å for WM versus 2.2-7.0 Å here.
For example forR ) 1.0 Å-1, WM obtained (DCC

ef, âCC
ef, rCC

ef)
) (847.3 kJ mol-1, 1.90 Å-1, 1.18 Å) whereas we obtained
(810.9 kJ mol-1, 1.83 Å-1, 1.15 Å). WM also used the same
interpolation with the same reactant- and product-limiting values

for the reaction coordinate dependence of the conserved mode
frequencies and the fragment structure. The canonically
calculated rate coefficients from the WM treatment4 for R )
1.0 Å-1 are also shown in Figure 7. In the WM approach, the
momenta were not treated analytically but included directly in
the MC integration, greatly increasing the computational effort
required. A further difficulty was experienced when the energy
integration, required to obtain the canonical TS partition
function, was introduced into the MC procedure, leading to
unacceptably large standard deviations, increasing the compu-
tational requirements still further. Consequently, a similar
amount of CPU time was used in evaluating both canonical and
microcanonical rate coefficients. In the present approach, the
integration over energy to give the canonical TS partition
function is treated implicitly (because the Laplace transform is
performed before integration begins) and the computational
effort is much less for the present canonical approach. The ratio
k∞

(WM)/k∞,µ
(WM) in column 4 of Table 11 indicates that the

overestimation of the rate coefficient provided by a canonical
treatment relative to the (correct) microcanonically based
treatment is very close to 20% on the 300-2000 K temperature
range. We shall, therefore, use a factor of 1.20 to convert, in
approximate fashion, between canonically and microcanonically
based rate coefficients obtained from other treatments.

Subsequently, Wagner and Wardlaw (WW)19 obtained opti-
mized microcanonically based, pressure-dependent rate coef-
ficients by fitting to the extensive set of experimentally
determined rate coefficients measured by Macpherson et al.15

and Slagle et al.16 The WW treatment employed microcanonical
FTST recombination rate coefficients plus the Troe strong
collision model71,72with weak collision corrections to describe
the pressure-dependent effect of collisions of energized C2H6*
with the buffer gas argon. WW used the same transitional mode
potential (Vtr

(WM)) and the same reaction coordinate dependence
for the conserved mode frequencies and the fragment structure
as WM. Adjustable parameters in their fit were the interpolation
parameterR and the average total energy change〈∆Etot〉 in
energized C2H6* per buffer gas collision. The parameter values
giving the best fit to the measured rate coefficients were found
to beR ) 0.7( 0.13 Å-1 and〈∆Etot〉 ) -205( 65 cm-1. The
high-pressure limiting rate coefficients obtained from the WW
treatment (denotedk∞,µ

(WW)) are listed in column 2 of Table 12
and plotted in Figure 7; note that in this limit there is dependence
only on R and not on〈∆Etot〉. Column 3 provides an estimate
of the associated canonical rate coefficient (denotedk∞

(WW)),
obtained by multiplyingk∞,µ

(WW) by the conversion factor (1.20)
proposed above.

The right-hand-most columns of Tables 11 and 12 provide a
comparison of our results for the canonically derived high-
pressure rate coefficient to the corresponding results of WM
and WW, respectively. Comparisons are made at those tem-
peratures in common with these earlier treatments. Note that
the WM and WW results are compared to our results forR )

Figure 7. Comparison of the high-pressure limiting rate coefficient
for the CH3 recombination versus temperature: (s) this work (R )
1.0 Å-1); (- - -) this work (R ) 0.7 Å-1); (‚‚‚‚‚) ref 4 (R ) 1.0 Å-1);
(-‚-‚-) ref 19 (R ) 0.7 Å-1); (-‚‚-‚‚) ref 67; (b) ref 70.

TABLE 11: Comparison of Wardlaw -Marcus Treatment to
Current Work: k∞(T) for the Reaction CH3 + CH3 f C2H6
(r ) 1.0 Å-1)a

Wardlaw-Marcus
this work

temp [K] k∞,µ
(WM) k∞

(WM)
k∞

(WM)/
k∞,µ

(WM) k∞ k∞/k∞
(WM)

300 7.19 8.44 1.17 8.93 1.06
500 6.09 7.27 1.19 8.14 1.12

1000 3.94 4.63 1.18 5.31 1.15
2000 1.81 2.19 1.21 2.47 1.13

a All rate coefficients are in units of 10-11 cm3 molecule-1 s-1.
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1.0 Å-1 and 0.7 Å-1, respectively. At all temperatures
considered, our predictions fork∞ exceed those of WM and WW
by 4-14% with the average excess being ca. 10% on the 300-
2000 K temperature range. This discrepancy is likely attribut-
able to the slightly different transitional mode potentials:Vtr

for this work versusVtr
(WM) for WM and WW. The observation

that our results overestimate the results of two related but
separate treatments at two different values ofR by essentially
the same factor is encouraging: it suggests that the three
treatments are internally consistent and that their numerical
implementation is free from systematic error. All three treat-
ments give a similar negative temperature dependence for the
recombination rate coefficient of this reaction.

Troe’s temperature-independent value fork∞ agrees with the
WW value at 300 K, a consequence of fittingR to the
experimental data at 300 K, where the high-pressure limit is
best defined. In the original version of SACM,R was used as
a universal parameter to link both the conserved and transitional
modes in reactants and products. It thus implicitly contains
information onVtr. The present analysis demonstrates the great
sensitivity of k∞ to Γ and, hence, toVtr; it is unlikely that a
simple parametrization will capture the comparatively subtle
temperature dependence ofk∞ for reaction R1. At the same
time, it must be recognized that the form ofVtr used in the
present analysis, while representative, has its limitations and
an analysis based on a more reliable ab initio potential is needed.

(b) CF3 + CF3. For the CF3 recombination reaction there
has been, to our knowledge, no report of a directly measured
temperature dependence of the limiting high-pressure rate
coefficient. The high-pressure limiting rate coefficient near
room temperature has been measured by numerous groups.22-36

The results vary by more than an order of magnitude ((2×
10-12)-(4.5× 10-11) cm3 molecule-1 s-1). Hranisavljevic and
Michael37 have assessed these results and concluded that there
is no consensus room-temperature value. These authors did,
however, provide an ad hoc estimate of 4.5× 10-12 cm3

molecule-1 s-1 based on an average of six values selected from
refs 22-36. There exists only one high-temperature value of
the CF3 recombination rate coefficient atT ) 1300 K, which
was obtained from a shock-wave experiment.38 The reaction
is still in the falloff region, and extrapolation to the high-pressure
limit yields k∞ ) 3.2 × 10-11 cm3 molecule-1 s-1. Owing to
the large variation of the room-temperature values and the
uncertainty in the one high-temperature value, it is difficult to
compare the CF3 recombination reaction results from this study
to experimental data.

(c) CCl3 + CCl3. The CCl3 recombination reaction has been
studied experimentally by several groups using indirect
methods.39-41 The first direct measurement was reported by
Danis et al.2 who observed the time-resolved decay of CCl3 by
UV absorption. They determined the recombination rate
coefficients over a wide temperature range. They also per-

formed RRKM calculations showing that the reaction was at
the high-pressure limit under most of their experimental
conditions. Only the highest value at 623 K exhibits a slight
falloff behavior. Their data are, therefore, ideal for a comparison
to the theoretical results from this work, and this is shown in
Figure 8. The experimental results are in excellent agreement
with those from this theoretical study, the calculated data at
high temperatures having the same temperature dependence as
the experimental data.

V. Conclusions

In this study CFTST was applied to the three recombination
reactions (R1, R2, and R3) to determine the thermal rate
coefficient at the high-pressure limit. It was shown that this
approach, despite its approximations, yields satisfactory results,
which are in good agreement with experimental data and other
calculations. The relative ease of implementation and reduced
computational effort, compared to the microcanonical FTST,
makes CFTST ideal for reliable estimates of the magnitude and
temperature dependence of high-pressure rate coefficients for
barrierless association/dissociation reactions and for the predic-
tion of trends in reaction rates within families of radical
reactions.

The results of this study confirm the negative temperature
dependence of the rate coefficients for the reactions R1, R2,
and R3, which has already been observed in experimental
investigations. For reaction R1, it should be noted that this
experimental temperature dependence relies on extrapolations
based on the master equation and is, therefore, subject to more
uncertainty than a direct measurement. Nevertheless, similar
results have been obtained in analyses by Hessler et al.69 and
Stewart et al.70 This behavior can be attributed to the interaction
between the e-âV radial potential term and theΓ hindrance
function, which depends exclusively on the transitional mode
potential Vtr. Since the TS moves to shorter interfragment
separations (whereVtr is more repulsive), at higher temperatures
Γ becomes smaller. Consequently, the rate coefficient decreases
at higher temperatures. This effect becomes stronger for
reactants with larger substituents. The rate coefficient decreases
on going from CH3 to CF3 to CCl3 recombination reaction, while
the negative temperature dependence becomes steeper.

The potential-energy surface for the transitional modes was
treated in an approximate manner by way of pairwise interac-
tions between nonbonding atoms and a Morse interaction
between the two bonding atoms, and the calculations were

TABLE 12: Comparison of Wardlaw -Wagner Treatment
to Current Work: k∞(T) for the Reaction CH3 + CH3 f
C2H6 (r ) 0.7 Å-1)a

Wardlaw-Wagner
this work

temp [K] k∞,µ
(WW)

k∞
(WW) ≈

1.2k∞,µ
(WW) temp [K] k∞/ k∞/k∞

(WW)

296 5.78 6.94 300 7.20 1.04
407 5.35 6.42 400 7.09 1.10
577 4.78 5.74 600 6.14 1.07
810 3.76 4.51 800 5.16 1.14

2000 1.47 1.76 2000 1.99 1.13

a All rate coefficients are in units of 10-11 cm3 molecule-1 s-1.

Figure 8. Comparison of the high-pressure limiting rate coefficient
for the CCl3 recombination versus temperature: (s) this work; (b)
ref 2.
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designed primarily to investigate qualitatively the determinants
of the temperature dependence. However, the use of param-
etrized ab initio potentials, such as that developed by Hirst et
al.,73 provides, in principle, a rigorous approach to the calcula-
tion of rate coefficients. The present analysis shows the strength
of the CFTST approach, which is much less computationally
demanding then the microcanonical (FTST) theory from which
it is derived.
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